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A new nonadditive three-body interaction potential for carbon dioxide was determined from super-
molecular ab initio calculations up to the coupled cluster with single, double, and perturbative triple
excitations [CCSD(T)] level of theory for 9401 configurations. A physically motivated analytical
function with terms for describing nonadditive dispersion, induction, and exchange contributions was
fitted to the calculated nonadditive three-body interaction energies. For the 7996 configurations with
a total interaction energy of less than 3000 K, the mean absolute error of the analytical function is
0.32 K. The new nonadditive three-body potential was applied together with a previously published
pair potential [R. Hellmann, Chem. Phys. Lett. 613, 133 (2014)] to calculate the third to seventh
virial coefficients of CO2 at subcritical and supercritical temperatures up to 2000 K. The eighth virial
coefficient was also calculated, but using only the pair potential and only at temperatures from 600 K
to 2000 K because of the enormous computational costs. A simple analytical function was fitted
individually to the calculated values of each virial coefficient, including previously determined values
of the second virial coefficient, to obtain an analytical virial equation of state (VEOS). For densities
at which the VEOS is converged, the agreement in pressure with the reference EOS of Span and
Wagner [J. Phys. Chem. Ref. Data 25, 1509 (1996)] is mostly within ±0.5%. However, for tempera-
tures above about 700 K, much larger deviations occur at higher densities, which we ascribe mainly
to deficiencies of the reference EOS due to the lack of accurate data for these experimentally difficult
conditions. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4974995]

I. INTRODUCTION

The calculation of the thermophysical properties of a
fluid requires precise knowledge of the potential energy sur-
face (PES) describing the interactions between individual
molecules. For dilute gases, the thermophysical properties are
governed solely by binary interactions and therefore by the
pair potentials, which can be determined with high accuracy
for atoms1–3 or small molecules4–10 using quantum-chemical
ab initio methods. Provided that the pair potential functions
are available, it is straightforward to calculate, for example, the
second virial coefficient using statistical thermodynamics or
the transport properties in the limit of zero density employing
the kinetic theory of gases.11–13

At higher densities, many-body effects strongly influence
the macroscopic properties of a fluid. The most common way to
account for this is the implicit inclusion of many-body effects
into the pair potentials. These so-called effective pair potentials
are usually adjusted to structural properties of the molecules
and experimental data for bulk properties. Effective pair poten-
tials are computationally efficient, but they do not represent the
underlying physics of the interactions correctly. Therefore,
their predictive capability is limited. The physically correct
approach is a many-body expansion of the total interaction
potential V

N

of an N-particle system,

V

N

=
X

i<j

V

ij

+
X

i<j<k

�V

ijk

+ . . . , (1)
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where V

ij

is the pair potential between particles i and j, and
�V

ijk

is the nonadditive three-body potential between particles
i, j, and k,

�V

ijk

= V

ijk

� V

ij

� V

ik

� V

jk

. (2)

Here, V

ijk

denotes the total interaction potential between the
three particles. The nonadditive three-body potential can be
determined using quantum-chemical ab initio methods in a
similar way as the pair potential, though the increased dimen-
sionality of the PES makes this more difficult. For CO2, such
investigations have been carried out by Oakley and Wheatley14

and by Yu and Schmidt.15 Other substances that have
been extensively studied include helium,16–18 argon,19–22 and
water.23–26

The equation of state (EOS) of a fluid can be determined
from intermolecular PESs by means of molecular dynamics
(MD) or Monte Carlo (MC) simulations of a large number of
particles in a box with periodic boundary conditions. In the
case of gases and supercritical fluids, an alternative route to
the EOS is provided by the virial expansion,

p

⇢mRT

= 1 + B2(T )⇢m + B3(T )⇢2
m + . . . , (3)

where p is the pressure, ⇢m is the molar density, R is the uni-
versal gas constant, T is the temperature, and B

n

is the nth
virial coefficient. For rigid particles, the classical nth virial
coefficient can be written as a multidimensional integral over
the positions and orientations of n particles, with the integrand
depending on the temperature and the two-body to n-body
potentials, see Ref. 27 and references therein. Hereafter, a virial
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EOS (VEOS) truncated after the nth virial coefficient will be
referred to as an nth-order VEOS or, following Ref. 28, as
VEOSn. For argon, Jäger et al.

21 have shown that a seventh-
order VEOS based on ab initio two-body and nonadditive
three-body potentials can be almost as accurate as the best
experimental data at densities at which the virial expansion is
converged. Shaul et al.

29 have argued that virial coefficients
of helium calculated from the best available ab initio two-
body and nonadditive three-body potentials are even accurate
enough to be used in gas metrology.

In this work, we present a new nonadditive three-body
potential for CO2. It is based on quantum-chemical ab initio

calculations up to the coupled cluster with single, double, and
perturbative triple excitations [CCSD(T)]30 level of theory for
9401 points on the PES. This represents a significant improve-
ment compared with the nonadditive three-body potentials of
Oakley and Wheatley14 and of Yu and Schmidt,15 which are
based on only 250 and 200 points, respectively, calculated at
lower levels of theory. The new nonadditive three-body poten-
tial has been used together with our recent CO2–CO2 potential9

(which yielded excellent agreement with the best experimental
data for the second virial coefficient and the dilute gas transport
properties9) to calculate the third to seventh virial coefficients
of carbon dioxide at subcritical and supercritical temperatures
up to 2000 K. The eighth virial coefficient has been calcu-
lated using only the pair potential and only at temperatures
from 600 K to 2000 K because of the enormous computa-
tional costs. For all virial coefficients, the integrations over the
positions and orientations of the molecules have been carried
out by means of the Mayer-sampling Monte Carlo (MSMC)
method of Singh and Kofke.31 Finally, an analytical VEOS8
has been constructed by fitting a simple analytical function
individually to the calculated values of each virial coefficient,
including the previously determined values of the second virial
coefficient.9

The paper is organized as follows. In Sec. II, the new
nonadditive three-body potential is presented. In Sec. III, the
computational method for the determination of the virial coef-
ficients is summarized, and the results for the third virial
coefficient and the VEOS up to eighth order are compared with
selected experimental data and experimentally based EOSs. A
summary and conclusions are given in Sec. IV.

II. NONADDITIVE THREE-BODY POTENTIAL
A. Internal coordinates and grid points

The internal coordinates used to describe all possible rel-
ative configurations of three rigid CO2 molecules are defined
as follows. The C atom of molecule 1 is located at the origin
of a Cartesian coordinate system. The C atom of molecule 2
is located on the x axis at x = R12. The C atom of molecule 3
is initially located on the x axis at x = R13 and then rotated
counterclockwise in the xy plane about the origin by the angle
✓̄1. The spatial orientation of the ith molecule is described
by the polar angles ✓

i

and �
i

. As in our previous work on the
CO2–CO2 PES,9 the CO2 molecules are approximated as rigid
rotors using the zero-point vibrationally averaged geometry,
which is characterized by a CO bond length of 1.1625 Å9

and a bond angle of 180�. Thus, the nonadditive three-body

FIG. 1. Position of the C atom of molecule 3 relative to the positions of the
C atoms of molecules 1 and 2 for the 23 selected triangular shapes defined by
the ratio R13/R12 and the interior angle ✓̄1.

potential is a nine-dimensional PES,

�V123 = �V123(R12, R13, ✓̄1, ✓1, ✓2, ✓3, �1, �2, �3). (4)

The grid points were distributed in the following manner.
First, 23 triangular shapes defined by the ratio R13/R12 and the
angle ✓̄1 were selected. Since all three molecules are identical,
the shapes can be restricted such that ✓̄1 is the largest of the
three interior angles and R13/R12 > 1. The 23 chosen triangu-
lar shapes are visualized and labeled in Fig. 1. For all shapes,
angular sets !123 = (✓1, ✓2, ✓3, �1, �2, �3) were then gener-
ated by varying the six angles in steps of 90�, starting at 0�

for the three ✓ angles and at individually specified values for
the three � angles (e.g., �1 = 60�, �2 = 30�, and �3 = 0� for
triangular shape 1, which is the equilateral triangle). The num-
ber of distinct angular sets !123 resulting from this procedure
varied between 10 for shapes 1 and 21 and 27 for shapes 4, 5,
7–10, 12–15, and 17–20. Between 20 and 50 further angular
sets were generated randomly (with a uniform distribution in
the three � angles and in the cosines of the three ✓ angles)
for each shape, except for shapes 3, 8, 13, 18, and 23. The
latter five shapes should be the least important ones as they
have the highest R13/R12 ratios, which usually results in the
two-body potential V12 dominating the interactions between
the three molecules and hence the nonadditive contribution
�V123 becoming unimportant. A total of 1196 combinations
of a shape and an angular set !123 were obtained in this way.
Finally, four to twelve R12 values were selected for each of
these combinations, resulting in 9401 unique configurations
of three CO2 molecules.

B. Ab initio calculations

The nonadditive three-body interaction energies �V123
were obtained using the supermolecular approach,

�V123 = V123 � V12 � V13 � V23

= E123 � E1 � E2 � E3 � (E12 � E1 � E2)

� (E13 � E1 � E3) � (E23 � E2 � E3)

= E123 � E12 � E13 � E23 + E1 + E2 + E3, (5)

where E123 is the total electronic energy of the three inter-
acting molecules, E

ij

is the corresponding quantity for an
isolated pair of molecules i and j in the same geometry as
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in the three-molecule system, and E

i

is the total electronic
energy of an isolated molecule. To avoid the basis set super-
position error, the counterpoise procedure32 was applied, i.e.,
all electronic energies were calculated in the full basis set of
the three-molecule system.

For all 9401 grid points, �V123 values were computed
using resolution of identity second-order Møller–Plesset per-
turbation theory (RI-MP2)33,34 with the RI-JK approxima-
tion35,36 for the Hartree–Fock part. The aug-cc-pVQZ37 basis
set (abbreviated as aVQZ) and the VQZ-JKFIT38 and aVQZ-
MP2FIT39 auxiliary basis sets were used for these calcula-
tions. We checked that the differences between �V123 val-
ues obtained using this approach and �V123 values obtained
using the standard MP2 method are negligibly small. Since
the MP2 and RI-MP2 approaches do not account for non-
additive dispersion, �V123 values were also calculated at the
CCSD(T)30/aVTZ37 level for all grid points and combined
with the RI-MP2/aVQZ values such that an approximation to
the CCSD(T)/aVQZ level was obtained,

�V123 = �V

RI-MP2/aVQZ
123 + �V

CCSD(T)/aVTZ
123 � �V

MP2/aVTZ
123 .

(6)

The �V

MP2/aVTZ
123 values were obtained as a byproduct of

the CCSD(T)/aVTZ calculations. Both the RI-MP2 and the
CCSD(T) calculations were performed within the frozen-core
approximation.

The results of the ab initio calculations for the 9401
selected configurations of three CO2 molecules can be found
in the supplementary material. The orca40 and cfour41 pro-
grams were used for all RI-MP2 and CCSD(T) calculations,
respectively, reported in this work.

C. Analytical potential function

A physically motivated analytical function, consisting of
terms for describing nonadditive dispersion, induction, and
exchange contributions, was fitted to the 9401 calculated
nonadditive three-body interaction energies,

�V

fit
123 = �V

disp
123 + �V

ind
123 + �V

exch
123 . (7)

The dispersion contribution �V

disp
123 is given as a sum of

Axilrod–Teller–Muto42,43 (ATM) terms,

�V

disp
123 =

3X

i=1

3X

j=1

3X

k=1

C9 ijk

R

3
12 |ijR

3
13 |ikR

3
23 | jk

⇥
⇣
1 + 3 cos ✓̄1 |i cos ✓̄2 | j cos ✓̄3 |k

⌘
, (8)

where i, j, and k are the indices of sites located in molecules
1, 2, and 3, respectively, R12|ij is the distance between site i of
molecule 1 and site j of molecule 2, and cos ✓̄1 |i is the interior
angle at site i of molecule 1 of the triangle formed by sites i,
j, and k of molecules 1, 2, and 3, respectively. The sites are
located on the C atoms and on the CO bonds at a distance
of 0.8 Å from the C atoms (which was found by trial and
error to be the optimal value for the fit of �V123). It is easily
seen that this approach yields dispersion interactions that are
isotropic with respect to the spatial orientations of the three
molecules in the limit of very large separations between them.
To minimize the negative impact of this unrealistic behavior,

the four distinct C9 ijk

fit coefficients were constrained such
that the isotropic C9 dispersion coefficient of CO2 result-
ing from this approach in the limit of very large separations,
C9 iso =

P3
i=1

P3
j=1

P3
k=1 C9 ijk

, is equal to the isotropic aver-
age of the actual C9 dispersion coefficient of CO2 (1970 a.u.)
obtained from dipole oscillator strength distributions.44 Thus,
there are only three independent C9 ijk

fit coefficients.
The induction contribution �V

ind
123 is given as a sum of

three terms,

�V

ind
123 = �V

ind
1 + �V

ind
2 + �V

ind
3 , (9)

where�V

ind
1 is the contribution due to dipole moments induced

on the polarizable sites of molecule 1 by the electric field
generated by molecules 2 and 3, with analogous definitions
for the other two terms. We use three polarizable sites per
molecule, which are the same as the ones used for �V

disp
123 .

Assuming that one can neglect the contributions of the induced
dipole moments of one molecule to the electric field at the
polarizable sites of the other molecules and contributions to
the induction energy due to hyperpolarizabilities, quadrupole
polarizabilities, etc., �V

ind
1 can be written as

�V

ind
1 = �

3X

i=1

ET
12 |i↵1 |iE13 |i. (10)

Here, ↵1 |i is the polarizability tensor of site i of molecule 1 in
the Cartesian coordinate system of the three-molecule system,

↵1 |i = (↵
i k � ↵i?) n̂1n̂T

1 + ↵i?I, (11)

where ↵
i k and ↵

i? are the polarizabilities of site i parallel and
perpendicular to the molecular axis, respectively, I is the iden-
tity matrix, and n̂1 is a unit vector along the molecular axis of
molecule 1. The quantity E12|i denotes the electric field at site
i of molecule 1 generated by the permanent charge distribu-
tion of molecule 2. For simplicity, we approximate the charge
distribution by point charges q at the three polarizable sites.
Thus,

E12 |i = �
3X

j=1

q

j

R12 |ij
R

3
12 |ij

. (12)

For consistency with the calculations presented in Sec. II B, the
charges were chosen to reproduce the CO2 quadrupole moment
resulting from an ab initio calculation at the frozen-core
CCSD(T)/aVQZ level ( 3.164 24 a.u.), and the polarizabil-
ities of CO2 parallel and perpendicular to the molecular axis,
↵ k =

P3
i=1 ↵i k and ↵? =

P3
i=1 ↵i?, had to be equal to ab initio

values calculated at the same level of theory (↵ k = 26.7441 a.u.,
↵? = 12.8087 a.u.). Thus, there are only two independent fit
coefficients for �V

ind
123, one parallel and one perpendicular

site polarizability. No constraints were imposed on the signs
of the coefficients, which resulted in a slightly negative ↵?
coefficient for the site located on the C atom.

The exchange term �V

exch
123 is represented as

�V

exch
123 =

5X

i=1

5X

j=1

5X

k=1

X

l

i

l

j

l

k

P

l

i

(cos ✓̄1 |i)Pl

j

(cos ✓̄2 | j)Pl

k

(cos ✓̄3 |k)

⇥

A

l

i

l

j

l

k

ijk

exp
⇣
�aR123 |ijk

⌘
+ B

l

i

l

j

l

k

ijk

exp
⇣
�bR123 |ijk

⌘

+C

l

i

l

j

l

k

ijk

exp
⇣
�cR123 |ijk

⌘�
, (13)

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-034705
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where P

l

(x) refers to an lth order Legendre polynomial and
R123|ijk = R12|ij + R13|ik + R23|jk . The optimal values of the
nonlinear parameters a, b, and c were found by trial and error
to be 1.37 Å 1, 0.85 Å 1, and 0.49 Å 1. For �V

exch
123 , we use

five sites per molecule. Two of them are located at the ends
of the molecule at a distance from the C atom of 1.33 Å (again
found by trial and error), whereas the others are identical with
the ones used for �V

disp
123 and �V

ind
123. The summation over l

i

,
l

j

, and l

k

values was restricted to all combinations that sat-
isfy l

i

+ l

j

+ l

k

6 3 except for l

i

= l

j

= l

k

= 1 (which can be
expressed using zeroth- and second-order Legendre polyno-
mials) as well as to combinations that satisfy l

i

+ l

j

+ l

k

= 4

with max(l
i

, l

j

, l

k

)= 2. Furthermore, the coefficients A

l

i

l

j

l

k

ijk

and

B

l

i

l

j

l

k

ijk

were fixed at zero unless l

i

+ l

j

+ l

k

6 2 and l

i

+ l

j

+ l

k

6 3, respectively. This approach resulted in 64, 109, and 145
distinct fit coefficients A

l

i

l

j

l

k

ijk

, B

l

i

l

j

l

k

ijk

, and C

l

i

l

j

l

k

ijk

, respectively.
The 323 independent linear parameters of the chosen

analytical representation of �V123 were optimized in a least-
squares fit to the 9401 ab initio calculated values using a
weighting function 4 given by

w
⇣
R12, R13, ✓̄1, V12, V13, V23

⌘

=
(R⇤12R

⇤
13)2

f
sin(✓̄1) + 0.5

g
f
1 + (V ⇤12 + 0.75)2 + (V ⇤13 + 0.75)2 + (V ⇤23 + 0.75)2

g2
,

(14)

where R

⇤
ij

=R

ij

/Å and V

⇤
ij

= V

ij

/(1000 K). The denominator
of this function was chosen such that the weight of configura-
tions increases with the pair interaction energies V

ij

decreasing
towards their minimum (V

ij,min ⇡�750 K), while the numer-
ator increases the weight of configurations that should be
more likely to occur based on simple statistical (though not
rigorous) arguments without considering intermolecular inter-
actions. The pair interaction energies are those obtained as a
byproduct of the calculations presented in Sec. II B.

The mean absolute error (MAE) of �V

fit
123 is 24.6 K. How-

ever, the MAE is dominated by the most strongly repulsive
configurations of three CO2 molecules, which usually also
have the highest |�V123 | values. These configurations were
given a very low weight in the fit, see Eq. (14), because they
are relatively unimportant for the thermodynamic properties
of CO2 in the temperature range considered in this work. For
the 7996 configurations with a total interaction energy V123
of less than 3000 K, the MAE is only 0.32 K. In Fig. 2, the
nonadditive three-body interaction energies computed using
�V

fit
123 are plotted against the corresponding ab initio values

for these configurations. The figure shows that a large amount
of cancellation between positive and negative �V123 values
can be expected when calculating virial coefficients. Neverthe-
less, the nonadditive contribution affects the virial coefficients
dramatically. For instance, it increases the third virial coeffi-
cient at room temperature by more than 60% (see Sec. III C).
Therefore, the imperfection of the fit has a strong effect on
the virial coefficients. For example, small changes in the func-
tional form of the weighting function 4 or of the range of l

i

,
l

j

, and l

k

values for �V

exch
123 resulted in variations of the order

of 10% in the calculated values of the third virial coefficient at

FIG. 2. Nonadditive three-body interaction energies from the fitted analytical
function versus the ab initio calculated values for the 7996 configurations with
a total interaction energy of less than 3000 K. The red line is a guide to the
eye corresponding to a perfect fit.

room temperature. The only practical solution to this problem
was to vary the range of l

i

, l

j

, and l

k

values until the resulting
�V

fit
123 yielded a VEOS that accurately reproduces pressures

calculated using the empirical reference EOS of Span and
Wagner45 (hereafter denoted as SWEOS), as implemented in
the CoolProp library,46 close to room temperature at densities
up to about 200 kg m 3. Because of this empirical guidance,
the nonadditive three-body PES presented here is not a true
ab initio one. A Fortran 90 routine computing �V

fit
123 is

provided in the supplementary material.

III. VIRIAL EQUATION OF STATE
A. Calculation of the third to eighth virial coe�cients

The classical third virial coefficient for a pure gas consist-
ing of rigid molecules that interact through a pairwise-additive
intermolecular potential is given as

B

cl
3,add = �

1
3

⌅ ⌅
⌦

f12 f13 f23
↵
dR12dR13, (15)

where f

ij

= exp(�V

ij

/kBT )� 1 is the two-particle Mayer func-
tion, kB is Boltzmann’s constant, and the angle brackets denote
an average over the angular orientations of the three molecules.
The nonadditive three-body contribution to the third virial
coefficient, which depends on both the pair potential and the
nonadditive three-body potential, was derived by Johnson and
Spurling,47

�B

cl
3,nadd ⌘ B

cl
3,nadd � B

cl
3,add

= �1
3

⌅ ⌅ * "
exp

 
��V123

kBT

!
� 1

#
e12e13e23

+

⇥ dR12dR13, (16)

where e

ij

= f

ij

+ 1. For the classical pairwise-additive fourth
virial coefficient, the formulation of Ree and Hoover48 was
employed,

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-034705
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B

cl
4,add = �

1
8

⌅ ⌅ ⌅
⌦�2f12 f13 f14 f23 f24 f34 + f12 f14 f23 f34e13e24

+ f13 f14 f23 f24e12e34 + f12 f13f24 f34e14e23
↵

⇥ dR12dR13dR14. (17)

Here, the latter three terms of the integrand correspond to all
distinguishable permutations of the molecule indices for one
of the unlabeled cluster diagrams in the Ree–Hoover formal-
ism of B

cl
4,add. They were used instead of 3 ⇥ f12 f14f23f34e13e24

for the calculations reported here to improve numerical perfor-
mance. For the expression of the additive fifth virial coefficient,
in terms of cluster diagrams, the reader is referred to the paper
of Ree and Hoover.48 The expressions for the nonadditive con-
tributions to the fourth and fifth virial coefficients are given in
Refs. 47 and 49, respectively.

For the calculation of the sixth to eighth virial coeffi-
cients, we used the diagrammatic formulation of Hellmann and
Bich27 because it is computationally more efficient than the
Ree–Hoover formulation for these high-order virial coeffi-
cients. The Hellmann–Bich formulation can be used for both
additive and nonadditive potential models. Note that there is
a misprint in Eq. (63) of Ref. 27: a factor of 2 incorrectly
appears in front of the fifth cluster diagram of the sixth virial
coefficient; this factor should instead appear in front of the
fourth diagram. The corrected equation is provided in the
supplementary material.

Nuclear quantum effects were taken into account semi-
classically by replacing the pair potential by the quadratic
Feynman–Hibbs (QFH) effective one.50 For two identical rigid
linear molecules, the QFH potential takes the form

V

QFH
12 = V12 +

~2

12kBT

"
1
m

 
@2

V12

@x

2
12

+
@2

V12

@y

2
12

+
@2

V12

@z

2
12

!

+
1
2I

 
@2

V12

@ 2
1,a

+
@2

V12

@ 2
1,b

+
@2

V12

@ 2
2,a

+
@2

V12

@ 2
2,b

!#
, (18)

where m and I are the molecular mass and moment of inertia,
respectively, x12, y12, and z12 are the Cartesian components
of R12, and the angles  1,a,  1,b,  2,a, and  2,b correspond
to rotations of the molecules around their principal axes. The
second derivatives in this expression were computed analyt-
ically. The QFH modification of the nonadditive three-body
potential was not considered in this work.

The total nth-order virial coefficients B

QFH
n,nadd were cal-

culated for n = 3 to n = 7 as sums of the classical additive
contributions, the classical nonadditive contributions, the QFH
corrections for the additive contributions, and partial QFH cor-
rections for the nonadditive contributions that account only for
the QFH modification of the pair potential. Thus,

B

QFH
n,nadd = B

cl
n,add + �B

cl
n,nadd + �B

QFH
n,add + �B

QFH
n,nadd, (19)

where

�B

cl
n,nadd ⌘ B

cl
n,nadd � B

cl
n,add, (20)

�B

QFH
n,add ⌘ B

QFH
n,add � B

cl
n,add, (21)

�B

QFH
n,nadd ⌘ B

QFH
n,nadd � B

QFH
n,add � B

cl
n,nadd + B

cl
n,add. (22)

For n = 8, only the classical additive contribution was
calculated.

The four contributions in Eq. (19) were computed using
the MSMC approach of Singh and Kofke.31 The differ-
ences defining the terms �B

cl
n,nadd, �B

QFH
n,add, and �B

QFH
n,nadd,

Eqs. (20)–(22), were calculated directly by averaging the
respective differences of the integrands at each MC step, result-
ing in greatly reduced statistical errors for the three correction
terms. A similar approach has been previously investigated by
Shaul et al.

51 for the calculation of the virial coefficients of
helium.

As in previous work, see, for example, Ref. 21, we per-
formed multi-temperature simulations, in which the integrand
is computed for a range of temperatures at each MC step. For
B

cl
n,add, the absolute value of its integrand at the lowest tempera-

ture of the chosen range was used as the sampling distribution,
while for �B

cl
n,nadd, �B

QFH
n,add, and �B

QFH
n,nadd, the absolute values

of the integrands of B

cl
n,nadd, B

QFH
n,add, and B

QFH
n,nadd, respectively, at

the lowest temperature were used.
In each MC step, one CO2 molecule was displaced and

rotated. The maximum step sizes for the moves were adjusted
in short equilibration periods to achieve acceptance rates of
50%. To avoid unphysical negative interaction energies at
very small intermolecular separations, the two-body potential
was set to infinity when the C–C separation was smaller than
1.75 Å or when any of the site-site distances between the two
molecules were smaller than 1 Å. The nonadditive three-body
potential was set to zero when the distance between any two of
its sites on different molecules was smaller than 2 Å or when
any of the three C–C separations exceeded 30 Å.

In all MSMC calculations, the hard-sphere (HS) fluid
with a sphere diameter of 4.5 Å was employed as refer-
ence system. The full HS virial coefficients52 and the respec-
tive integrands were used for n < 6, whereas for n > 6, in
order to save CPU time, the HS integrand consisted only of
the cluster diagram (including its sign) that represents the
sum of distinguishable permutations of linear chains of two-
particle Mayer functions in the Hellmann–Bich formulation.27

For n = 6, this is the last cluster diagram in the corrected
expression given in the supplementary material. The result-
ing reference integrals for n > 6, including the overall pref-
actors of the corresponding virial coefficients, are equal to

(n � 1)
⇣
2B

HS
2

⌘
n�1
/2.

The results of numerous independent simulation runs for
each contribution and temperature range were averaged. Each
simulation run in turn consisted of a large number of indepen-
dent simulations, which were performed in parallel with one
simulation per hardware thread. The number of simulation runs
and the number of MC steps per run varied depending on the
order of the virial coefficient, the temperature range, and the
type of contribution. The highest total number of MC steps for
each contribution were performed for the lowest temperature
range of B7 (eight temperatures from 285 K to 320 K) with
256 runs of 5⇥ 1010 steps for B

cl
7,add, 512 runs of 5⇥ 109 steps

for �B

cl
7,nadd, 64 runs of 5 ⇥ 109 steps for �B

QFH
7,add, and 16 runs

of 5 ⇥ 109 steps for �B

QFH
7,nadd. The deviations from the mean

for each contribution and temperature were used to compute
the standard uncertainties of the total virial coefficients at each
temperature arising from the limited number of MC steps.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-034705
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TABLE I. Lowest temperature Tmin, highest temperature Tmax, and number
of temperatures N temp in each range as well as relative standard uncertainties
of B

QFH
3,nadd to B

QFH
7,nadd and B

cl
8,add at the lowest and highest temperatures of each

range due to the MSMC simulations, denoted as ur,min and ur,max.

Tmin Tmax ur,min ur,max

(K) (K) N temp (%) (%)

B3 190 2000 81 0.010 0.007
B4 230 2000 73 0.041 0.030
B5 255 395 31 0.25 0.21

400 2000 37 0.19 0.027

B6 270 340 16 0.88 1.6
345 540 24 1.7 0.22
560 2000 24 0.18 0.049

B7 285 320 8 15 95
330 400 8 21 2.6
425 700 8 3.2 1.3
800 2000 8 0.71 0.29

B8 600 650 2 46 25
700 750 2 24 14
800 2000 8 14 3.5

Table I lists the temperature ranges used for each virial
coefficient, the number of temperatures in each range, and
the relative standard uncertainties of B

QFH
3,nadd to B

QFH
7,nadd and

B

cl
8,add at the lowest and highest temperatures of each range.

As expected, obtaining precise estimates of the virial coeffi-
cients becomes increasingly difficult with increasing order n

and decreasing temperature. Therefore, we have not attempted
to calculate the eighth virial coefficient below 600 K. Note that

the strikingly high relative standard uncertainty of B

QFH
7,nadd at

320 K is due to a sign change at about 310 K.

B. Analytical fits

The coefficients of the following analytical function were
fitted to the calculated B

cl
n,add, B

cl
n,nadd, and B

QFH
n,nadd values as well

as to the B

cl
2 and B

QFH
2 values of Ref. 9:

B

n

(T )
⇣
cm3 mol�1

⌘
n�1
= b

n,�1/2(T ⇤)�1/2 +

1X

k=�11

b

n,k(T ⇤)k , (23)

where T

⇤ = T/(500 K), and the coefficients b2, 11 to b2, 8,
b3, 11, b3, 10, b4, 11, b5, 11, and b8, 11 to b8, 4 were fixed at
zero. Each point was weighted with the squared inverse of its
standard uncertainty. The fitted coefficients b

n,k for the differ-
ent levels of theory are provided in the supplementary material.
The deviations of the fitted values of the virial coefficients from
the calculated ones rarely exceed the standard uncertainties of
the latter.

C. The third virial coe�cient of carbon dioxide

In Fig. 3, the B

cl
3,add, B

cl
3,nadd, and B

QFH
3,nadd values obtained in

this work are compared with B3 values calculated by Schultz
et al.,53

B3 values derived from the experimentally based
SWEOS,45 and selected experimental B3 data.54–60 The val-
ues of Vukalovich and Masalov54 are those quoted in Ref. 61.
The figure shows that the differences between the additive and
nonadditive values are dramatic, whereas the QFH correction
for nuclear quantum effects is almost negligible, confirming
observations from previous studies.15,53,62

FIG. 3. Third virial coefficient B3 as a function of temperature obtained in this work at three different levels of theory as well as B3 values calculated by Schultz
et al.,53

B3 values derived from the experimentally based SWEOS,45 and selected experimental B3 data.54–60

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-034705
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Schultz et al.

53 obtained their B3 values using the same
pair potential as in the present work9 including the QFH cor-
rection. To account for nonadditive three-body interactions,
they used an isotropic ATM term and a single polarizable site
with isotropic polarizability. They did not adjust the param-
eters of their model to experimental B3 data. Figure 3 shows
that their values agree very well with the present B

QFH
3,nadd values,

which is somewhat surprising in view of their simple �V123
model. Even at 190 K, the lowest common temperature, the
present value of �23 778 cm6 mol�2 and that of Schultz et al.

of �22 406 cm6 mol�2 (both outside the range of the figure)
are still in fairly good agreement.

The B3 values derived from the SWEOS45 differ sub-
stantially from the calculated values and most of the exper-
imental data except near room temperature. This is not sur-
prising because Span and Wagner45 did not explicitly include
experimental B3 data in the fit of their EOS.

The experimental B3 data of Holste et al.,55 Jaeschke,56

Duschek et al.,57 Di Nicola et al.,58 and Mantilla et al.

59

agree well with the calculated B

QFH
3,nadd values above room

temperature, whereas the maximum of B3 at about 270 K is
distinctly more pronounced in the experimental data of Hol-
ste et al.

55 and Estrada-Alexanders et al.

60 than in the values
of the present work, of Schultz et al.,53 of Jaeschke,56 and of
Di Nicola et al.

58 The temperature dependencies of the data
of Estrada-Alexanders et al.

60 above 350 K and of the data of
Vukalovich and Masalov54,61 are clearly incorrect.

D. Higher virial coe�cients of carbon dioxide

Figure 4 shows the B

cl
n,add(T ) and B

QFH
n,nadd(T ) curves

obtained using Eq. (23) for n = 4 to n = 7. The B

cl
n,nadd(T ) curves

are not shown because they would be almost indistinguishable
from the B

QFH
n,nadd(T ) ones. It can be seen that, as in the case of

the third virial coefficient, the additive and nonadditive values
differ dramatically, although the disagreement becomes less
severe towards higher temperatures. The latter observation jus-
tifies that for the eighth virial coefficient, which was calculated
only for temperatures from 600 K to 2000 K, the nonaddi-
tive contribution was neglected. It is interesting to note that
the qualitative features of the B

cl
n,add(T ) curves are somewhat

similar to those of the respective B

n

(T ) curves for the Lennard-
Jones fluid.63,64 No experimental data are depicted in the figure
because the fourth and higher virial coefficients of gases cannot
be determined reliably using current experimental techniques.

E. The equation of state of carbon dioxide

To assess the quality of the calculated higher-order virial
coefficients, one can directly compare pressures calculated as
a function of density and temperature using a VEOS with
experimental data and with pressures calculated using a reli-
able experimentally based EOS, such as the SWEOS.45 It
would also be possible to derive other experimentally accessi-
ble quantities (e.g., the speed of sound) from a VEOS.65 In this
work, we restrict the comparison to the pressure and compare
only with the SWEOS and with the more recent high-pressure
EOS of Giordano et al.

66 The range of validity of the latter
EOS (300 6 T/K 6 700, 100 6 p/MPa 6 8000) barely over-
laps with the temperatures and densities at which the VEOS

FIG. 4. Virial coefficients B

cl
n,add (dotted lines) and B

QFH
n,nadd (solid lines)

obtained using Eq. (23) for n = 4 to n = 7 as a function of temperature.

is converged. Therefore, only limited comparison with it is
possible.

Figure 5 shows the relative deviations in pressure of the
analytical VEOS2 to VEOS8 at the highest level of theory as
well as of the ideal gas EOS (i.e., VEOS1) from the SWEOS
as a function of the mass density ⇢ for six temperatures.
For the subcritical 275 K isotherm, the deviations are always
negative and decrease in magnitude with increasing order of
the VEOS up to VEOS4, whereas the inclusion of the neg-
ative fifth and sixth virial coefficients slightly worsens the
agreement. The largest deviation for VEOS6 is 0.11% at
the density of the saturated vapor; the uncertainty in pres-
sure of the SWEOS at this density is about 0.02%. Contri-
butions from the seventh and eighth virial coefficients, which
were not calculated for temperatures below 285 K and 600
K, respectively, should be negligible at 275 K. For the criti-
cal isotherm, Tc = (304.1282± 0.015) K,45 VEOS7 deviates
by only 0.08% at a density of 200 kg m 3 but by 4.6% at
the critical density, ⇢c = (467.6 ± 0.6) kg m 3,45 whereas the
uncertainty in pressure of the SWEOS is always smaller than
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FIG. 5. Relative deviations of pressures calculated using the analytical VEOS2 to VEOS8 at the highest level of theory and the ideal gas EOS from pressures
calculated using the SWEOS45 as a function of mass density for six temperatures. Furthermore, the relative deviations of the EOS of Giordano et al.

66 are shown
for the 700 K isotherm (solid green line). The vertical solid red lines in the upper left and upper middle panels indicate the density of the saturated vapor and the
critical density, respectively, and the dotted black lines indicate the uncertainty range of the SWEOS.

0.03% for densities up to ⇢c. The very good agreement at
lower densities is due to the semiempirical nature of the non-
additive three-body potential, see the last paragraph of Sec. II
C. The large deviation at the critical density could be partly
due to the high statistical uncertainty of the seventh virial coef-
ficient. If B

QFH
7,nadd is increased by its standard uncertainty, the

deviations at ⇢= 200 kg m 3 and ⇢= ⇢c = 467.6 kg m 3 are
only 0.07% and 2.6%, respectively. It also cannot be ruled
out that the eighth and higher virial coefficients contribute
significantly to the pressure at the critical density. For the
supercritical isotherms, we observe that the convergence of
the VEOS improves with increasing temperature. At 400 K,
VEOS7 is probably converged for densities up to about 400
kg m 3, where it deviates by +0.38% from the SWEOS. The
pressure at this density is about 21 MPa. At 700 K, 1100 K,
and 2000 K, we observe deviations for VEOS8 that are within
±0.5% for densities up to 700 kg m 3. For higher densities,
the deviations increase strongly with increasing density. At
1250 kg m 3, they are +6.8% at 700 K, +11.3% at 1100 K, and
+17.5% at 2000 K, even though VEOS8 is well converged.
The pressures calculated at this density are 834 MPa, 1309
MPa, and 2165 MPa, respectively. However, the increasing

deviations go along with a similarly increasing uncertainty of
the SWEOS as indicated in the figure. Note that the SWEOS
is valid only for temperatures up to 1100 K and pressures up to
800 MPa. Hence, no uncertainty range is shown in the figure
for the highest densities of the 1100 K isotherm and for the
2000 K isotherm.

The density ranges shown in Fig. 5 overlap with the range
of validity of the EOS of Giordano et al.

66 only at 700 K. The
figure shows that the pressures calculated using this EOS are
even higher than those predicted by VEOS8 at densities above
about 900 kg m 3, whereas increasingly negative deviations
from both the SWEOS45 and VEOS8 are observed towards
lower densities.

Figure 6 shows the relative deviations in pressure of the
highest-order analytical VEOS at different levels of theory
from the SWEOS45 as a function of the mass density ⇢ for
the same six temperatures as in Fig. 5. At the lowest of the
three levels, only the classical additive virial coefficients are
used in the VEOS. This level of theory yields very poor
agreement with the SWEOS except at the highest temper-
atures. At the next higher level, the nonadditive three-body
contributions for the third to seventh virial coefficients are



054302-9 Robert Hellmann J. Chem. Phys. 146, 054302 (2017)

FIG. 6. Relative deviations of pressures calculated using the highest-order analytical VEOS (VEOS6 at 275 K, VEOS7 at 304.128 K and 400 K, VEOS8 at 700
K, 1100 K, and 2000 K) at different levels of theory from pressures calculated using the SWEOS45 as a function of mass density for the same temperatures as
in Fig. 5. For the meaning of the solid green, solid red, and dotted black lines, see the caption of Fig. 5.

included, which improves the agreement with the SWEOS
considerably. At the highest level, which also includes the
QFH correction for nuclear quantum effects for the second
to seventh virial coefficients, further significant improvements
can be observed for the two lowest temperatures, whereas the
agreement for the 400 K isotherm deteriorates and the higher
isotherms are almost unaffected by the QFH correction. It is
interesting to note that at high temperatures and densities, the
trends in the deviations are similar at all levels of theory, which
is particularly evident for the 2000 K isotherm. Thus, the large
systematic deviations at high densities are probably not related
to the treatment of the nonadditive interactions or of quantum
effects. If these deviations were to be caused by deficiencies
in the pair potential,9 such as its rigid nature, we would expect
to see them, to some extent, already at lower densities. On the
other hand, the SWEOS is based on only two experimental
(p, ⇢, T ) data sets at the highest temperatures and densities,
which is reflected in the increased uncertainty estimates given
by Span and Wagner for these conditions.45 Moreover, the
comparison with the EOS of Giordano et al.

66 lends more
support to VEOS8 than to the SWEOS. Therefore, the present
VEOS8 should be accurate enough for use in the development
of a new reference EOS for CO2 to guide the behavior at high
temperatures and densities. For this purpose, we provide tables

of pressures calculated using VEOS8 as a function of density
for 23 temperatures in the range from 900 K to 2000 K in the
supplementary material. A reasonable estimate of their rela-
tive combined expanded (coverage factor k = 2) uncertainty
U r at all temperatures is Ur = 0.005% ⇥ ⇢/�kg m�3� . Pres-
sures calculated using VEOS3 to VEOS7 are also provided
to demonstrate that VEOS8 is well converged at all densities
listed in the tables.

IV. SUMMARY AND CONCLUSIONS

A nine-dimensional nonadditive three-body PES for the
interactions between rigid carbon dioxide molecules has been
developed. It is based on counterpoise-corrected supermolec-
ular calculations for 9401 configurations at the RI-MP2 and
CCSD(T) levels of theory using basis sets up to quadruple-
zeta quality. A physically motivated analytical function with
terms for describing nonadditive dispersion, induction, and
exchange contributions was fitted to the calculated nonaddi-
tive three-body interaction energies. Since the computed third
virial coefficients turned out to be highly sensitive to the cho-
sen functional form and to the weighting scheme applied to the
PES points, the final functional form, which has 323 indepen-
dent linear parameters, was selected based on a comparison

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-034705
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between pressures determined from calculated virial coeffi-
cients and pressures obtained from the empirical SWEOS45

close to room temperature. For the 7996 investigated configu-
rations with a total interaction energy of less than 3000 K, the
MAE of the analytical function is 0.32 K.

The new nonadditive three-body potential was applied
together with the highly accurate pair potential of Ref. 9 to cal-
culate the virial coefficients of CO2 up to seventh order using
the MSMC approach of Singh and Kofke.31 The calculations
were performed for subcritical temperatures as well as super-
critical temperatures up to 2000 K and included a semiclassical
correction for nuclear quantum effects. The eighth virial coef-
ficient was also calculated using the MSMC approach, but
because of the enormous computational costs only for temper-
atures from 600 K to 2000 K and without taking into account
nonadditive three-body contributions and quantum correc-
tions. A simple analytical function was fitted individually to
the calculated values of each virial coefficient.

The calculated values for the third virial coefficient agree
very well with those of Schultz et al.,53 which were calculated
using the same pair potential as in the present work9 and a
very simple nonadditive three-body potential. Agreement with
experimental data is, for the most part, satisfactory. However,
the maximum of the third virial coefficient at about 270 K is
distinctly more pronounced in two of the experimental data
sets. The reasons for this discrepancy are unclear.

Pressures calculated as a function of density using VEOSs
of different orders and for three different levels of theory
(classical with and without nonadditive contributions and
semiclassical with nonadditive contributions) were compared
with the SWEOS45 at six temperatures. For densities at which
the VEOS is converged, the agreement with the SWEOS is
usually within ±0.5% at the highest level of theory. Larger
deviations from the SWEOS are observed near the critical
point, which could be due to the high statistical uncertainty
of the seventh virial coefficient and due to the neglect of
higher virial coefficients. Furthermore, for temperatures above
about 700 K, large positive deviations from the SWEOS occur
at higher densities, which we ascribe mainly to deficiencies
of the SWEOS due to the lack of accurate data for these
experimentally difficult conditions.

The present results for the individual virial coefficients
and for the VEOS at high temperatures could be useful for the
development of a new reference EOS for carbon dioxide.

SUPPLEMENTARY MATERIAL

See supplementary material for the results of the ab initio

calculations for the 9401 investigated configurations of three
CO2 molecules, a Fortran 90 routine computing the analytical
nonadditive three-body PES, the corrected expression for the
sixth virial coefficient of the formulation of Hellmann and
Bich,27 the coefficients of Eq. (23), and tables of calculated
high-temperature (p, ⇢, T ) values.
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librium Phenomena in Polyatomic Gases, Vol. I: Dilute Gases (Clarendon
Press, Oxford, 1990).

12E. Bich, J. B. Mehl, R. Hellmann, and V. Vesovic, in Experimental Ther-

modynamics Volume IX: Advances in Transport Properties of Fluids, edited
by M. J. Assael, A. R. H. Goodwin, V. Vesovic, and W. A. Wakeham (The
Royal Society of Chemistry, Cambridge, 2014), Chap. 7, pp. 226–252.

13R. Hellmann, E. Bich, and V. Vesovic, J. Chem. Phys. 144, 134301
(2016).

14M. T. Oakley and R. J. Wheatley, J. Chem. Phys. 130, 034110 (2009).
15K. Yu and J. R. Schmidt, J. Chem. Phys. 136, 034503 (2012).
16I. Røeggen, J. Chem. Phys. 126, 204303 (2007).
17W. Cencek, M. Jeziorska, O. Akin-Ojo, and K. Szalewicz, J. Phys. Chem.

A 111, 11311 (2007).
18W. Cencek, K. Patkowski, and K. Szalewicz, J. Chem. Phys. 131, 064105

(2009).
19V. F. Lotrich and K. Szalewicz, J. Chem. Phys. 106, 9688 (1997).
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21B. Jäger, R. Hellmann, E. Bich, and E. Vogel, J. Chem. Phys. 135, 084308

(2011).
22W. Cencek, G. Garberoglio, A. H. Harvey, M. O. McLinden, and

K. Szalewicz, J. Phys. Chem. A 117, 7542 (2013).
23E. M. Mas, R. Bukowski, and K. Szalewicz, J. Chem. Phys. 118, 4386

(2003).
24Y. Wang, X. Huang, B. C. Shepler, B. J. Braams, and J. M. Bowman, J. Chem.

Phys. 134, 094509 (2011).
25V. Babin, G. R. Medders, and F. Paesani, J. Chem. Theory Comput. 10, 1599

(2014).
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