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A six-dimensional potential energy hypersurface (PES) for two interacting rigid ethylene oxide
(C2H4O) molecules was determined from high-level quantum-chemical ab initio calculations. The
counterpoise-corrected supermolecular approach at the MP2 and CCSD(T) levels of theory was uti-
lized to determine interaction energies for 10178 configurations of two molecules. An analytical
site-site potential function with 19 sites per ethylene oxide molecule was fitted to the interaction
energies and fine tuned to agree with data for the second acoustic virial coefficient from accurate
speed of sound measurements. The PES was validated by computing the second virial coefficient,
shear viscosity, and thermal conductivity. The values of these properties are substantiated by the
best experimental data as they tend to fall within the uncertainty intervals and also obey the experi-
mental temperature functions, except for viscosity, where experimental data are insufficient. Due to
the lack of reliable data, especially for the transport properties, our calculated values are currently
the most accurate estimates for these properties of ethylene oxide. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4899074]

I. INTRODUCTION

The calculation of thermophysical properties of fluids
based on molecular models is of great interest for use in in-
dustrial applications, while at the same time allowing for the
validation of the calculation methods. Provided the theoretical
models resemble the true nature of the intermolecular forces,
the accuracy of the calculated fluid properties is on a par with
experimental data. This allows for a better understanding of
the microscopic processes and serves to supplement or even
to substitute experimental data. This is especially useful for
fluids where the available data are of low accuracy or nonex-
istent, especially at conditions that are difficult or dangerous
to handle in an experiment.

Ethylene oxide (EtO) ranks under the top most produced
organic chemicals in the world, with 20 × 106 tons produced
in 20091 and rising. It serves as a precursor for many impor-
tant chemical and pharmaceutical compounds. Surprisingly,
the available thermophysical data are very scarce and in dire
need of improvement. The demand for precise thermophysi-
cal data for industrial processes is furthermore underlined by
the fact that ethylene oxide was chosen as the substance of
interest in the Fourth Industrial Fluid Properties Simulation
Challenge in 2008.2 The challenge’s objective was to simu-
late a wide range of thermodynamic and transport properties
for both the liquid and the vapor phase at 375 K. The chal-
lenge gave rise to several publications3–9 on the computational
simulation of ethylene oxide properties.

In this paper, we present a new ab initio potential energy
hypersurface (PES) for two ethylene oxide molecules. We ap-

a)Electronic mail: johann-philipp.crusius@uni-rostock.de.

plied the counterpoise-corrected supermolecular approach to
determine interaction energies at the MP2 and CCSD(T)10

levels of theory for 10178 dimer configurations. To this end,
we used basis sets of double-zeta and triple-zeta quality with
additional bond functions located between the two monomers.
The interaction energies were extrapolated to the complete ba-
sis set (CBS) limit using a flexible extrapolation scheme to
allow for a fine tuning of the PES to second acoustic virial
coefficients from accurate speed of sound measurements. We
fitted an analytical 19-center site-site potential function with
isotropic site-site interactions to the extrapolated interaction
energies, fully optimizing the interaction parameters as well
as the positions of the sites during the fit.

The new PES was validated by calculating several ther-
mophysical properties of ethylene oxide gas. The second
virial coefficients and second acoustic virial coefficients were
evaluated using statistical thermodynamics. Quantum effects
were incorporated by means of the quadratic Feynman-Hibbs
(QFH) effective pair potential.11 Shear viscosity and thermal
conductivity in the dilute-gas limit were determined using the
classical trajectory approach in conjunction with the kinetic
theory of gases for rigid molecules.12–15 We present accurate
values for these properties of ethylene oxide vapor for a wide
temperature range, thereby adding theoretically determined
values to the little available experimental data and supplying
reliable reference values for the future.

In Sec. II, we describe the development of the analytical
potential function in detail. In Sec. III, we summarize the the-
ory and the results for the second virial coefficients and sec-
ond acoustic virial coefficients, and in Sec. IV we do the same
for the transport properties. We give a summary and present
our conclusions in Sec. V.

0021-9606/2014/141(16)/164322/9/$30.00 © 2014 AIP Publishing LLC141, 164322-1
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II. INTERMOLECULAR POTENTIAL

A. Monomer geometry

The intermolecular potential between two ethylene oxide
molecules is a 36-dimensional hypersurface if all intramolec-
ular degrees of freedom are considered explicitly. Such high
dimensionality would require an unfeasible number of ab ini-
tio calculations to adequately sample the entire PES. If in-
stead the monomers are assumed to be rigid rotors, the PES
is only six-dimensional. Past experience for different small
molecules shows that nevertheless a highly accurate inter-
molecular PES can be constructed when using the zero-point
vibrationally averaged geometry for the rigid monomers, see,
for example, Refs. 16–19.

The zero-point vibrationally averaged geometry for ethy-
lene oxide was calculated in multiple steps fully ab initio at
the CCSD(T) level of theory. First, the geometry was op-
timized with all electrons correlated using the cc-pwCV5Z
basis set20 to obtain the best possible equilibrium geome-
try. Then the difference between the zero-point vibrationally
averaged geometry and the equilibrium geometry was cal-
culated. For this purpose, the equilibrium geometry was
determined at the cc-pVTZ basis set level applying the frozen-
core approximation, followed by a cubic force-field calcula-
tion, which yielded the cc-pVTZ zero-point vibrationally av-
eraged geometry. Finally, the differences in the bond lengths
and bond angles between the vibrationally averaged and the
equilibrium geometries at the cc-pVTZ level were added to
the corresponding values of the cc-pwCV5Z equilibrium ge-
ometry determined in the first step. Thus, we obtained an ap-
proximation of the vibrationally averaged geometry at the cc-
pwCV5Z level. This final geometry is consistent with data
obtained from rovibrational spectroscopy21, 22 and was used
for all further calculations. The geometry, bond lengths, and
bond angles, including the spectroscopically determined val-
ues, can be found in the supplementary material.23

B. Ab initio calculation of interaction energies

Each configuration of two rigid ethylene oxide molecules
can be expressed as a function of the distance R between the
centers of mass of the monomers and the five Euler-angles
θ1, θ2, ψ1, ψ2, and φ, see the supplementary material23 for
details. Two sets of angular configurations were generated by
varying all five angles between 0◦ and 180◦ in steps of 45◦

starting at 0◦ and 22.5◦, respectively, which resulted in a to-
tal of 949 (405 for set one and 544 for set two) distinct an-
gular configurations. Values higher than 180◦ for the angles
are not needed due to symmetry. Eleven center of mass sep-
arations between 2.5 Å and 12.0 Å were considered for the
first set of angles and further 11 separations between 2.75 Å
and 15.0 Å for the second set, resulting in a total of 10439
EtO–EtO configurations of which 267 at small distances had
to be discarded because either two atoms were too close to
each other in these configurations or the quantum-mechanical
computations failed due to near linear dependencies in the
basis sets used. In a preliminary fit of the potential function
six local minima, including the global minimum, were iden-

tified. Interaction energies for these six configurations were
then also computed by quantum-mechanical means, which fi-
nally yielded a total of 10178 points. It should be noted that
the preliminary PES showed good predictive behaviour with
respect to the local minima in comparison with the actual
values obtained from the quantum-mechanical calculations
afterwards.

We have calculated the interaction energies V (R, θ1, θ2,

ψ1, ψ2, φ) for all 10178 configurations following the su-
permolecular approach including the full counterpoise
correction24 at the frozen-core MP2 level of theory applying
the aug-cc-pVXZ basis sets25 for X = 2 and X = 3. The two
basis sets were supplemented by a small 3s3p2d1f set of bond
functions positioned in the center of mass of the molecule
pair. The exponents of the bond functions are 0.1, 0.3, and
0.9 for s and p, 0.25 and 0.75 for d, and 0.45 for f. The cor-
relation parts of the interaction energies, VMP2 corr, computed
with the two basis sets, were extrapolated to the CBS limit us-
ing the two-point extrapolation scheme proposed by Halkier
et al.,26

VMP2 corr(X) = V CBS
MP2 corr + α X−β, (1)

where β = 3. The SCF energies were not extrapolated, as the
differences between the results for the two basis sets are quite
small already. Hence, we used the SCF interaction energies
from the aug-cc-pVTZ computations as the estimate for the
SCF-CBS limit.

To further improve the accuracy of the interaction ener-
gies, we determined frozen-core CCSD(T) corrections for all
10178 configurations using the aug-cc-pVDZ basis set includ-
ing the aforementioned bond functions. We then obtained the
final interaction energies by adding to the SCF/aug-cc-pVTZ
energies the extrapolated MP2 correlation energies and the
differences of the CCSD(T)/aug-cc-pVDZ and MP2/aug-cc-
pVDZ energies,

Vfinal = V TZ
SCF + V CBS

MP2 corr + V DZ
CCSD(T) − V DZ

MP2. (2)

In order to fine tune the potential, we changed the value
of β in Eq. (1) from 3 to 1.838, as the latter value results in
the best overall agreement between calculated values for the
second acoustic virial coefficient and experimentally derived
values. We shall discuss the effect of the value of β on the PES
and the calculated thermophysical property values as well as
details of our fine tuning procedure in Sec. III C.

The results of the ab initio calculations for all 10178 con-
figurations of two EtO molecules can be found in the supple-
mentary material.23 The CFOUR program27 was used for the
CCSD(T) calculations. The MP2 calculations were performed
using GAUSSIAN 03.28

C. Analytical potential function

We have fitted a site-site potential function with 19 sites
per molecule to the calculated interaction energies. The sites
were initially placed intuitively within each molecule as fol-
lows. There is one site for each of the seven atoms, one site
for each of the four C–H bonds, two sites along each of the
two C–O bonds, two sites along the C–C bond, and two sites
at the positions of the free electron pairs of the oxygen atom.
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FIG. 1. Distance dependence of the EtO–EtO interaction potential for six of the 949 generated angular orientations (1–6) as well as for the angular orientations
of the six equilibrium structures (7–12). The ab initio calculated values are represented by symbols and the fitted analytical potential function by solid lines.

The sites are arranged in accordance with the C2v symmetry
of EtO. This results in eight different types of sites and 36
different types of site-site combinations. The functional form
used for each site-site interaction is given by

V (Rij ) = Aij exp(−αijRij ) − f6(Rij , bij )
C6 ij

R6
ij

− f8(Rij , bij )
C8 ij

R8
ij

+ qiqj

Rij

, (3)

where Rij is the distance between site i in molecule 1 and site
j in molecule 2. The damping functions f6 and f8 by Tang and
Toennies29 are given as

fn(Rij , bij ) = 1 − exp(−bijRij )
n∑

k=0

(bijRij )k

k!
. (4)

The total interaction potential is the sum over all 361 site-site
interactions,

V (R, θ1, θ2, ψ1, ψ2, φ)

=
19∑
i=1

19∑
j=1

Vij [Rij (R, θ1, θ2, ψ1, ψ2, φ)]. (5)

The interaction parameters A, α, b, C6, and C8 for all 36 types
of site-site combinations, the site charges q for all eight types
of sites, and the positions of the sites within the molecule
were fully optimized in a nonlinear least-squares fit to the
10178 calculated interaction energies. A visualization of the
sites can be found in the supplementary material.23 We gave
special weight to the configurations of the six local minima.
Furthermore, the only constraint was that the total charge of
the monomers had to be zero.

The dipole moment of the EtO monomer calculated from
the fitted site charges of 1.941 D is in reasonable agreement
with the experimental value of (1.88 ± 0.01) D22 and in ex-
cellent agreement with the value of 1.945 D obtained from an
ab initio calculation for the isolated monomer at the frozen-
core CCSD(T)/aug-cc-pVQZ level. The components of the
quadrupole tensor resulting from the fitted charges also agree
within a few percent with the respective values from the ab
initio calculation for the monomer. In other words, the fit-
ted potential function predicts nearly the same values for the
multipole moments as the direct ab initio calculation of these
quantities, even though no restrictions in regard to these have
been imposed during the fit. See the supplementary material23

for detailed values obtained from the multipole analysis.
The highly anisotropic character of the PES is illustrated

in Fig. 1, which shows the distance dependence of the fitted
analytical potential function and the interaction energies from
the ab initio calculations for selected angular configurations.
Figure 2 shows the interaction energies calculated from the
analytical potential function versus the ab initio energies up
to 2500 K. The small deviations from a straight line demon-
strate the high quality of the fit. Towards the highly repulsive
region the quality of the fit decreases. However, this is of neg-
ligible effect for the calculation of thermophysical properties
of ethylene oxide for temperatures below 1000 K.

The analytical potential function exhibits six dis-
tinct equilibrium structures with interaction energies of
−2357.0 K, −1926.4 K, −1529.0 K, −1116.1 K, −1012.6 K,
and −995.2 K, which are also displayed in Fig. 1. The pa-
rameters as well as a Fortran 90 routine of the potential func-
tion and details about the equilibrium configurations are pro-
vided in the supplementary material.23 There we also provide
a study of the influence of different levels of theory and basis
sets on the minimum energies.
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FIG. 2. Interaction energies from the analytical fit as given by Eq. (5) versus
ab initio calculated interaction energies from Eq. (2).

III. SECOND VIRIAL COEFFICIENTS

A. Theory

The classical second virial coefficient for a gas composed
of rigid molecules is given by

Bcl(T ) = −NA

2

∫ ∞

0
〈f12〉�1,�2

dR, (6)

with

f12 = exp

[
−V (R,�1,�2)

kBT

]
− 1, (7)

where R is the distance vector connecting the centers of mass
of the two molecules and �1 and �2 represent the angular ori-
entations of molecules 1 and 2, respectively. The angle brack-
ets denote an average over these angular orientations. At low
and moderate temperatures, the classical treatment is insuffi-
cient and quantum effects have to be accounted for. This is
achieved by substituting the pair potential V in Eq. (7) by
the quadratic Feynman-Hibbs effective pair potential.11 In the
case of two identical asymmetric tops, the effective potential
can be written as

VQFH(T ) = V + ¯2

12 kBT

[
1

m

(
∂2V

∂x2
+ ∂2V

∂y2
+ ∂2V

∂z2

)

+1

2

2∑
n=1

(
1

Ia

∂2V

∂ψ2
a,n

+ 1

Ib

∂2V

∂ψ2
b,n

+ 1

Ic

∂2V

∂ψ2
c,n

)]
,

(8)

where m is the molecular mass; x, y, and z are the cartesian
components of R; Ia, Ib, and Ic are the moments of inertia
for the principal axes a, b, and c. The angles ψa, n, ψb, n, and
ψc, n correspond to rotations of the nth molecule around its
principal axes.

Once the second virial coefficient as a function of tem-
perature is known, the second acoustic virial coefficient can

be calculated using the relation

βa(T ) = 2

[
B(T ) + (γ 0 − 1)T

dB(T )

dT

+ (γ 0 − 1)2

2γ 0
T 2 d2B(T )

dT 2

]
, (9)

where γ 0 = C0
p/C0

V is the ratio of the isochoric and isobaric
heat capacities in the ideal-gas limit.

B. Numerical evaluation

We evaluated the integral for the second virial coefficient
as given by Eq. (6) numerically using the Mayer-sampling
Monte Carlo approach proposed by Singh and Kofke.30 This
method involves a biased two-particle Monte Carlo simula-
tion using importance sampling. The sampling distribution π

is chosen to be equal to the absolute value of the Integrand B̃

of the virial coefficient B, π = |B̃|. Trial moves are accepted
with a probability of min(1, πnew/πold). The value of the sec-
ond virial coefficient is given by

B(T ) = Bhs

〈
B̃(T )/π

〉
π〈

B̃hs/π
〉
π

. (10)

Here, the hard-sphere fluid serves as the reference system as
indicated by the subscript hs. The angle brackets denote the
weighted simulation averages. Results for multiple temper-
atures can be calculated in a single simulation.30, 31 This is
done by simply calculating the integrand of the virial coeffi-
cient for all considered temperatures at each simulation step,
while the sampling distribution is chosen to be the integrand
of the virial coefficient at a fixed sampling temperature Ts. In
our experience, choosing the lowest considered temperature
as the sampling temperature usually yields the best results.

The second virial coefficient was calculated for 65 tem-
peratures ranging from 220 K up to 1000 K using a sampling
temperature of Ts = 220 K. Data from 16 independent simu-
lation runs, each with 1011 trial moves, were averaged to give
the final results.

To obtain the second acoustic virial coefficient, we fitted
a polynomial, see Eq. (11), to the computed values of the sec-
ond virial coefficient in order to determine the first and second
temperature derivatives in Eq. (9). For C0

p(T ) we used the data
of Chao et al.32 These values are in good agreement with data
of Hurly33 in the range of 285 K–440 K from speed of sound
measurements with a maximum deviation between the two
sources of 0.08% at around 310 K. Quantum effects account
for a noticeable contribution to the values of the second virial
coefficient, especially at lower temperatures. At room temper-
ature, they account for approximately 8 cm3 mol−1. We give
detailed values for the contribution due to the quantum effects
resulting from Eq. (8) in the supplementary material.23

C. Fine tuning of the PES and results

Before we discuss our results we have to take a closer
look at the fine tuning procedure of the PES. As mentioned in
Sec. II B the calculated ab initio energies were extrapolated
using the scheme suggested by Halkier et al.26 We used that
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scheme to generate two sets of extrapolated energies, which
resulted in two distinct fits for the potential function, VA and
VB. The first one, VA, aims to agree with the values for the
second acoustic virial coefficient determined by Hurly33 from
speed of sound measurements within the stated error bounds.
Particularly at higher temperatures the given uncertainties are
relatively small. VB on the other hand follows the values for
the second virial coefficient derived by Hurly33 from his val-
ues for the second acoustic virial coefficient, for which he
used a simple hard-core Lennard-Jones (HCLJ) potential. In
an iterative procedure, we chose a coefficient β and evaluated
the ab initio interaction energies according to Eqs. (1) and
(2). We then fitted the potential function and used it to cal-
culate the virial coefficients as described in Sec. III B. The
resulting values for β are 1.8380 and 2.2225 for VA and VB,
respectively.

For both the second viral coefficients and second acoustic
virial coefficients, the values obtained from VB and those ob-
tained from Hurly’s33 HCLJ potential are in very good agree-
ment for all temperatures. However, above 340 K the val-
ues for the second acoustic virial coefficient for both VB and
HCLJ lie above the relatively tight error range that Hurly gave
for these temperatures. Hence, it appears that Hurly gave a
different weight to his experimental values than we did. It
should be mentioned that uncertainties in C0

p alone cannot ac-
count for this. We conservatively estimated the error in βa
resulting from uncertainties in C0

p to be ±2 cm3 mol−1 by
propagating the maximum deviation between the most reli-
able sources32–34 for C0

p using Eq. (9). The maximum devia-
tion to be found in C0

p in the interval of 285 K to 440 K occurs
at 340 K with 0.047 R, which translates into 1.7 cm3 mol−1 at
285 K and into 0.6 cm3 mol−1 at 440 K.

Based on our observations we chose the values for the
second virial coefficients and second acoustic virial coeffi-
cients resulting from VB as a conservative upper error bound
to the values calculated on the basis of VA. We assumed the
lower margin of error to be of the same magnitude.

The results for the second acoustic virial coefficient are
displayed in Fig. 3, and those for the second virial coeffi-
cient are shown in Fig. 4. We are confident that the potential
function VA is a good approximation to the true pair potential
as we have managed to stay almost entirely within the error
bounds of Hurly’s33 experimental data for the second acoustic
virial coefficient.

To our knowledge, Stryjek35 provided the only data set
for the second virial coefficient determined from experiment.
While Stryjek’s values obviously follow a different tempera-
ture trend than our and Hurly’s33 values, we are still within
Stryjek’s error range of ±35 cm3 mol−1. We also extracted
values for the second virial coefficient from the isothermal
data of Walters and Smith36 from plots of (Z − 1)/ρ vs. ρ.
We give our resulting values as they are and without an un-
certainty estimate.

The virial coefficients resulting from VA and VB were fit-
ted using the following polynomial formula:

B(T ) =
5∑

k=−1

ck(T ∗)−k + c10(T ∗)−10, (11)

FIG. 3. Second acoustic virial coefficient for ethylene oxide as a function
of temperature: —, calculated values from potential function VA; · · · , confi-
dence interval determined by VB; •, Hurly (Ref. 33).

where T* = T/(100 K). The input data for the fit were
weighted with the squared inverse of the 67% confidence lim-
its resulting from the independent simulation runs. The coef-
ficients in Eq. (11) for both potentials as well as the input data
and the values resulting from the fits are given in the supple-
mentary material.23

IV. TRANSPORT PROPERTIES

A further validation of the quality of our proposed
pair potential function can be obtained from a comparison
between calculated and experimentally determined transport

FIG. 4. Second virial coefficient for ethylene oxide as a function of tempera-
ture: —, calculated from potential function VA; ···, confidence interval deter-
mined by VB; ◦, Stryjek (Ref. 35); •, values extracted from the isotherms of
Walters and Smith (Ref. 36). Hurly’s values (Ref. 33), which are based on his
HCLJ potential, would be indistinguishable from the upper confidence curve
on this scale.
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property data in the dilute-gas limit. For ethylene oxide, the
available data are scant. To our knowledge, there exist only
four published data sets for thermal conductivity37–40 from
experiment and only a single datum37 for shear viscosity de-
duced through similitude theory from one of the aforemen-
tioned thermal conductivity measurements.

A. Theory

The transport properties of a dilute gas can be calculated
using the kinetic theory of molecular gases.12 The shear vis-
cosity η of a pure gas is given by

η = kBT

〈v〉0

f
(n)
η

S(2000)
, (12)

where 〈v〉0 = 4(kBT/πm)1/2 is the average relative thermal
speed, and S(2000) is a temperature-dependent generalized
cross section. The notation and conventions employed are
given elsewhere.12, 42, 43 The quantity f

(n)
η is an nth-order cor-

rection factor. It accounts for higher basis function terms in
the perturbation series expansion of the solution of the Boltz-
mann equation12 and can be written as

f
(n)
η = S(2000)

S
(n)
11

S(n)
, (13)

where S(n) is a determinant of cross sections and S
(n)
11 its mi-

nor. In the second-order approximation, which results from
including the basis functions �2000, �2010, �2001, and �0200,
we have42, 44

S(2) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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)
S

(
2000

2001

)
S

(
2000

0200

)

S

(
2010

2000

)
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)
S

(
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)

S

(
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2000

)
S

(
2001
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)
S(2001) S

(
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0200

)

S

(
0200

2000

)
S

(
0200

2010

)
S

(
0200

2001

)
S(0200)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.

(14)
In the present paper, we used a third-order approximation that
includes the basis functions �2000, �2010, �2001, �0200, �2020,
�2011, �2002, �2100

2 , and �2200
2 . The structure of the resulting

9 × 9 determinant S(3) is similar to S(2).
For a pure gas consisting of rigid-rotor (rr) molecules, the

thermal conductivity λ can be written as

λrr = 5k2
BT

2m〈v〉0

[
S

(1)
11 − rS

(1)
21

S(1)
+ r2S

(1)
22 − rS

(1)
12

S(1)

]
f

(n)
λrr

, (15)

with

S(1) =

∣∣∣∣∣∣∣∣
S(1010)rr S

(
1010

1001

)
rr

S

(
1001

1010

)
rr

S(1001)rr

∣∣∣∣∣∣∣∣
. (16)

The parameter r is given by

r =
(

2

5

C0
rot

kB

)1/2

, (17)

where for an asymmetric top C0
rot = 3kB/2. For real molec-

ular gases, the thermal conductivity also includes contribu-
tions from the transport of vibrational energy, which are ne-
glected in the rigid-rotor approximation. Assuming that the
vibrational states of the molecules do not change during a col-
lision and that the influence of the vibrational motion on the
trajectories is negligible, it can be shown43 that the contribu-
tion of vibrational energy transport to the thermal conductiv-
ity is a simple additive correction,43, 45, 46

λ = λrr + C0
vib

m
Dself,rr, (18)

where Dself,rr is the product of mass density and self-diffusion
coefficient within the rigid-rotor approximation,

Dself,rr = ρDself,rr = kBT

〈v〉0

f
(n)
Dself,rr

σ ′(1000)rr

. (19)

Equation (18) was first proposed by Liang and Tsai45, 46

for determining the thermal conductivity of polyatomic fluids
from molecular dynamics simulations. In the present work,
we evaluated λrr and Dself,rr using the second-order kinetic
theory expressions given in Ref. 43. For C0

vib, we used values
derived from the equation for C0

V given in Ref. 32.

B. Numerical evaluation of the generalized
cross sections

We computed the generalized cross sections needed to
evaluate the transport properties by means of classical trajec-
tories using an extended version of the TRAJECT software
code.14, 15 For a given total energy, E = Etr + Erot, classical
trajectories describing collisions of two rigid EtO molecules
were obtained by integrating Hamilton’s equations for asym-
metric tops from pre- to post-collisional values with an initial
and final separation of 1000 Å. Total-energy-dependent gen-
eralized cross sections, which are 13-dimensional integrals
over the initial states, were calculated for 25 values of E from
100 K to 20 000 K by means of a simple Monte Carlo pro-
cedure utilizing quasi-random numbers. Up to 800 000 tra-
jectories were computed for each total energy value. For low
energies, the number of trajectories had to be reduced signifi-
cantly, because the computational demand to achieve a suf-
ficient accuracy for a particular trajectory increases as the
energy decreases. The final integration over E to obtain the
temperature-dependent generalized cross sections was per-
formed using Chebyshev quadrature.

The uncertainty of the calculated values for the shear vis-
cosity and the self-diffusion coefficient is about 2% for the po-
tential function VA. This estimate takes into account the pre-
cision of the calculated cross sections, uncertainties due to the
potential function (differences of the transport property values
resulting from VA and VB), and possible deficiencies of the
rigid-rotor approximation (estimated to be 1%). For the ther-
mal conductivity, the uncertainties of the C0

vib values, which
we estimated from the differences between C0

V in a similar
manner as we have done for the second acoustic virial coeffi-
cient, have to be taken into account as well. The resulting esti-
mate for the uncertainty of our thermal conductivity values is
3%. Quantum corrections to the transport properties should be
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FIG. 5. Relative deviations of thermal conductivity values in the dilute-gas
limit from results for the potential function VA: �, Senftleben (Ref. 37); •,
Vines and Bennett (Ref. 38); ◦, El Nadi and Salam (Ref. 39); ♦, Senftleben
(Ref. 40); ······, results for potential function VB.

negligibly small for ethylene oxide. Even for water vapor, for
which the quantum corrections to the classical second virial
coefficient are huge,18 the classical trajectory approach yields
viscosity47 and thermal conductivity43 values that are in ex-
cellent agreement with the best experimental data.

Our calculated values for shear viscosity, thermal con-
ductivity, and the product of self-diffusion coefficient with
mass density in the temperature range of 200 K to 1000 K
are given in the supplementary material.23

C. Results

A critical review of literature has yielded only four sets
of experimental data for the thermal conductivity of ethylene
oxide.37–40 We compare those values with our own in Fig. 5.
All of the experiments were conducted in the 1950s and 1960s
and no further work on this subject has been published since.

In 1953, Senftleben37 determined a low pressure value
for the thermal conductivity of ethylene oxide at 30 ◦C. His
datum exceeds our calculated value by 3.4%. A year later
in 1954 Vines and Bennett38 used a hot wire apparatus to
measure the thermal conductivity at pressures up to 1 bar
at three temperatures between 100 ◦C and 150 ◦C. They ex-
trapolated their results to the dilute-gas limit. Those values
are in very good agreement with our calculations and devi-
ate not more than 1% from them. A hot wire device was also
used in 1960 by El Nadi and Salam39 for measurements at
pressures between 2 Torr and 760 Torr and temperatures of
40 ◦C to 170 ◦C. Their values for the thermal conductivity in
the dilute-gas limit generally agree with our computed values
within ±2%.

In 1964, Senftleben once more published data40 on the
thermal conductivity of ethylene oxide at low pressure, this
time in a large temperature range between 0 ◦C and 400 ◦C.
In Ref. 48, Senftleben describes the hot wire method used by
him to obtain these data. He states that the temperature dif-

ferences between the heated wire and the surrounding wall
range from 50 K to 200 K. The values given in his paper are
derived from a polynomial fit to his primary data for the ther-
mal conductivity with respect to the temperature. From that
function values given for temperatures greater than 200 ◦C
were extrapolated. Based on this information it is our opinion
that the values of the thermal conductivity as determined and
published by Senftleben40 are of questionable accuracy. The
deviations of Senftleben’s values from our values increase
progressively with temperature and reach +23% at 673.15
K. In Fig. 5, we have omitted those values with deviations
larger than 10%. Senftleben40 conducted his measurements
using carbon dioxide as reference. We attempted to correct
the thermal conductivity values for ethylene oxide using the
most recent thermal conductivity values49 for carbon dioxide.
Senftleben’s40 CO2 data are in good agreement up to 423 K,
and only values from 473 K and higher were significantly af-
fected by our correction attempt, e.g., the value at 673.15 K
would deviate only +15%. It is our opinion that other sources
of systematic error exist in his measurements on ethylene ox-
ide, and we suspect a general invalidity of his extrapolations
at temperatures larger than 200 ◦C. We have not only included
Senftleben’s results in our comparison merely for the purpose
of completeness, but to emphasize using caution when using
those data, which have influenced correlations for industry,
see, for example, Ref. 41.

Furthermore, in Fig. 5 we show the results for the thermal
conductivity for ethylene oxide using the potential VB for the
calculations. The maximum deviation is about +0.35% at a
temperature of 400 K.

Our literature review yielded a single datum37 for the
viscosity of ethylene oxide vapor. This datum does not re-
sult from a direct measurement, as it has been derived
by Senftleben using similitude theory from the thermal
conductivity value that he determined in his 1953 work.37

That value deviates from our computed value by +1.9%.

FIG. 6. Relative deviations of shear viscosity values in the dilute-gas limit
from results for the potential function VA: �, Senftleben (Ref. 37); ———,
corresponding state: Stiel and Thodos correlation as given by Ref. 41; ······,
results for potential function VB.
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For lack of any further experimental data, we also include
the results for shear viscosity as calculated from the Stiel and
Thodos correlation according to Ref. 41, which is based on a
corresponding states principle. We give a graphical compari-
son in Fig. 6. From the experience we gained in our previous
works, we know that the quality of the results in thermal con-
ductivity is reflected in the quality of the results for viscosity
and vice versa. Therefore, we are confident that the viscos-
ity data we present in this work will be supported by future
experimental measurements.

It is notable that the effect on the calculated thermal con-
ductivity and viscosity values from using a potential func-
tion resulting from a different extrapolation, i.e., VB vs. VA,
is quite small and well within our stated uncertainties. This
further corroborates that our approach is justified and that our
suggested potential function is well suited to determine trans-
port properties.

There appear to be no experimental data for the self-
diffusion coefficient of gaseous ethylene oxide.

V. SUMMARY AND CONCLUSIONS

We have determined a new six-dimensional intermolec-
ular potential energy surface for two rigid ethylene oxide
molecules from quantum-chemical ab initio calculations. The
interaction energies were calculated for 10178 distinct con-
figurations at the MP2 level of theory using the aug-cc-pVDZ
and aug-cc-pVTZ basis sets and extrapolated to the complete
basis set limit. Furthermore, coupled-cluster corrections were
determined at the CCSD(T)/aug-cc-pVDZ level. In all calcu-
lations, the basis sets were supplemented by a small set of
bond functions located midway between the two molecules.

A 19-center site-site potential function was then fitted to
the computed interaction energies. Using accurate experimen-
tal data for the second acoustic virial coefficient as guidance,
the basis set extrapolation scheme for the interaction ener-
gies was slightly modified by adjusting the value of a single
parameter.

To validate the resulting potential function, we have cal-
culated values for the second virial coefficient as well as for
shear viscosity and thermal conductivity in the dilute-gas limit
for temperatures ranging from 200 K to 1000 K. The effect
of the fine tuning of the potential function on the values of
the transport properties lies well within our estimated un-
certainties for these quantities, thereby corroborating our ap-
proach. Our values for the second virial coefficient generally
agree with the few experimental data. The calculated values
for thermal conductivity are in good agreement with the best
available data. For shear viscosity, there are insufficient ex-
perimental data to allow for a meaningful comparison. How-
ever, they are supported by a single datum obtained through
similitude theory as well as a corresponding state correlation.
It is also our past experience that our methodology usually
gives results of consistent quality for thermal conductivity and
shear viscosity. The lack of reliable thermophysical property
data for ethylene oxide indicates that our calculated values are
currently the most accurate estimates for the thermophysical
properties of ethylene oxide vapor.

ACKNOWLEDGMENTS

We wish to acknowledge the financial support by the
Deutsche Forschungsgemeinschaft (DFG), Grant No. BI
1389/3-1.

1P. Dutia, Chem. Weekly 199 (26 January 2010).
2“4th Challenge of the Industrial Fluid Properties Simulation Collective,”
see http://fluidproperties.org.

3R. D. Mountain, Fluid Phase Equilib. 274, 1 (2008).
4F. H. Case, J. Brennan, A. Chaka, K. D. Dobbs, D. G. Friend, P. A. Gordon,
J. D. Moore, R. D. Mountain, J. D. Olson, R. B. Ross, M. Schiller, V. K.
Shen, and E. A. Stahlberg, Fluid Phase Equilib. 274, 2 (2008).

5J. D. Olson and L. C. Wilson, Fluid Phase Equilib. 274, 10 (2008).
6B. Eckl, J. Vrabec, and H. Hasse, Fluid Phase Equilib. 274, 16 (2008).
7T. J. Müller, S. Roy, W. Zhao, A. Maaß, and D. Reith, Fluid Phase Equilib.
274, 27 (2008).

8X. Li, L. Zhao, T. Cheng, L. Liu, and H. Sun, Fluid Phase Equilib. 274, 36
(2008).

9M. H. Ketko, J. Rafferty, J. I. Siepmann, and J. J. Potoff, Fluid Phase Equi-
lib. 274, 44 (2008).

10K. Raghavachari, G. W. Trucks, J. A. Pople, and M. Head-Gordon, Chem.
Phys. Lett. 157, 479 (1989).

11R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path Integrals
(McGraw-Hill, New York, 1965).

12F. R. W. McCourt, J. J. M. Beenakker, W. E. Köhler, and I. Kuščer,
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