
 

 

Abstract 

The automotive industry is characterized by variant-
rich products and a development process with a high 
degree of complexity. Limited information related 
to the variant leads to suboptimal decision making 
during early product development stage. Therefore, 
an existing potential to meet customer wishes more 
efficiently is not utilized. In order to cope with this 
situation, this paper presents an algorithm which 
uses data on product features and their installation 
rates as well as rules and sales figures of physical 
products. This results in a set of probable variant 
configurations at a very early stage in the develop-
ment process. These configurations can then be used 
for variant planning and feasibility assessments. The 
method is implemented within a Matlab application. 
Using logic based knowledge processing as well as 
feature frequencies, a SAT-based approach verifies 
whether the result is within a feasible solution space. 

1 Introduction 

The ability to create a large number of variants of one’s 
products is a major competitive advantage on saturated 
markets, so that products with a high variant count are offered 
by the automotive industry [Stich, 2007]. For example, an au-
tomotive has approximate 109 product variants [Zagel, 2006]. 
Individual products can be described with an open variant 
configuration in the product documentation via their features 
[Herlyn, 1990]. The product documentation includes a Prod-
uct Layer which contains the features and restrictions for the 
configuration, the Technical Layer with the configurable bill 
of materials (BOM) and the Geometry Layer with CAD-
Models and Drawings (Figure 1). 

Figure 1: Variant configuration according to [Herlyn, 1990] 

The properties defined at the beginning of the product life 
cycle determine the quality, cost and future market success of 
products. The ability to influence the product is reduced with 
increasing maturity, because the costs of change increase 
steadily as described in the Rule of Ten [Ehrlenspiel et al., 
2014]. Accordingly, most variants are to be generated at the 
beginning of the product development process in order to en-
sure an optimal ratio between costs and benefits regarding 
variety. The variant management distinguishes the theoretical 
variance, the technical feasible variance and the variance that 
is offered to the customer. This paper addresses the chal-
lenges of dealing with complexity in handling of theoretical 
variance and technically feasible variance. In the planning 
process, the frequency with which each feature is chosen, 
must be estimated. The estimate is based on experience and 
initial assumptions about the future product. The variant man-
agement includes strategies and methods for dealing with 
variance at an early stage. These are the avoidance, reduction 
and control of variants (Figure 2) [Eisenhart, 2002]. 

Figure 2: Objectives of variant management according to 
[Heina, 1999; Herrmann and Seilheimer, 2002] 
 
Variant management supports the processes between the 

specification of product requirements and the development of 

technical restrictions at the product documentation levels. 

This process is iterative in the early phase of the design pro-

cess, which requires specific methodical support. Therefore, 

the focus of this paper is to transfer the practical problem of 

reflecting technical relations between different layers of 

product documentation. In order to achieve this, the paper de-

scribes a method to create a large set of feasible variable con-

figurations within the product layer. 
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This process poses two problems which have to be solved. 

First, the estimated feature frequencies must not contradict 

the ruleset which incorporates the technical conformity. Sec-

ond, the ruleset as well as the estimates are subject to change 

and therefore require continuous re-analyses. Insufficient 

analyses result in an information deficit and have an impact 

on subsequent steps such as parts requirements calculations, 

financial evaluations, purchasing planning and product plan-

ning, because they simply cannot be performed accurately 

without sufficient information. Consequently, the potential to 

influence the product early in the process is not fully ex-

ploited. This gives rise to three significant research questions:  
 
1. How can logical formulations be used in order to model 

the constraints in variant management? 
2. Which methodical requirements result from feasibility 

analyses of variant-rich products, the processing of prob-
ability-based statements and the rules for variant man-
agement? 

3. Which property of a new set of created variable config-
urations can be tested in order to determine the quality of 
the found solution? 

2 Related Work  

The approach of this paper is to address different disciplines 
of engineering as well as computer science. By combining 
these disciplines, the topic is treated comprehensively and a 
need for further research is subsequently highlighted. 

2.1 Open variant configuration 

In order to approach the topic of variant-rich products, it is 
first necessary to clarify the use of the term "variant". Herlyn 
[1990] defines variants at each level of production, from the 
raw part to the finished product. This means that there are 
different types of variants. The variants of products are only 
one type of variants. The Cambridge Dictionary definition of 
a variant is: "something that is a slightly different form of an-
other form" [Cambridge Dictionary, 2021]. There is always 
at least one counterpart of which something is a variant. They 
have common properties but are also mutually exclusive by 
some form of deviation. Together with the knowledge that 
there are variants in all production levels of the product de-
scription, it can be stated first that "variants of products" are 
end products of a production, which are similar in a certain 
portion, but always have differences from one another.  
The representation of products in BOMs is a part of the tech-
nical information. Since there is a high degree of overlap in 
the information to be documented for product variants, there 
is an unjustified effort in generating and maintaining individ-
ual BOMs for each product variant [Eisenhart, 2002]. 
The literature classifies different types of BOMs. These in-
clude type and multiple BOMs, common parts/variant BOMs 
(GT/VT BOM), and selection or complex BOMs (cf. [Eisen-
hart, 2002; Herlyn, 1990; Stich, 2007]). The complex BOM 
is widely used, for series products with a large number of var-
iants (e.g. in the automotive industry). It is characterized by 
the fact that all product variants are managed in one BOM. 

They are defined "in the complex" [Herlyn, 1990]. The de-
scription of the product variants is done outside the BOM in 
the so-called "feature level" [Eisenhart, 2002]. In this context, 
Herlyn [1990] also calls the BOM the "technical level". It re-
fers to the features of the product variants, which must first 
be recorded (Table 1). 
 

Feature Value Description 

TRW  Partition wall 

 3CA without partition 

 3CX Mesh partition 

ATA  Drive type 

 1X0 front-wheel drive 

 1X1 All-wheel drive 

KAR  Body shape 

 K8B Notchback 

 K8D Golf Variant 

 K8G Hatchback 

 K8M Bora Variant 

Table 1: Features and values according to [Eisenhart, 2002] 
 
The restrictions between the feature values are also docu-
mented in the feature level. The restrictions limit the possi-
bility to combine feature values of different features (Table 
2). In the restrictions "+" means logical "and" and "/" means 
logical "or". 
 

Restriction Description Boolean notation 

K8B Z 3CA Notchback forces without partition K8B  3CA 

1X1+K8D Z 

7B2 

All-wheel drive and Golf  

Variant forces 12 volt socket in trunk 

1X1˄K8D 7B2 

K8G Z 3CA hatchback forces without cargo floor K8G  3CA 

K8M Z 7B2 Bora Variant forces 12 volt socket in 

trunk 

K8M  7B2 

3GN Z 
K8D/K8M 

Variable load floor concept forces  
Golf Variant or Bora Variant 

3GN  
K8D˅K8M 

3GN Z 1X0 Variable load floor concept forces  

front-wheel drive 

3GN  1X0 

Table 2: Restrictions according to [Eisenhart, 2002] 
 
The example of Eisenhart [2002] represents a section of the 
feature level. An example of the link between the part num-
bers at the point of use "load compartment trim" and the char-
acteristic values can also be found in Table 3. The column 
"Part validity" assigns the feature values from the feature 
level to the part numbers in the form of Boolean functions. 
Similar examples of this systematics in the complex BOM 
can also be found in [Herlyn, 1990] and [Stich, 2007]. Stich 
[2007] speaks of „code rules“ in this context. 
 
Part number Description Part validity Quantity 

1J0.343.132.A load compartment 
trim 

3CA+1X0+3GA+7B2+
K8D/K8M 

1 

1J0.343.132.B load compartment 

trim 

3CA+1X0+3GN+7B2+

K8D/K8M 

1 

1J0.343.132.C load compartment 
trim 

3CA+1X1+3GA+7B2+
K8D/K8M 

1 

1J0.343.132.D load compartment 

trim 

3CX+1X0+3GA+7B2+

K8D/K8M 

1 

1J0.343.132.E load compartment 
trim 

3CX+1X0+3GN+7B2+
K8D/K8M 

1 

Table 3: Complex BOM according to [Eisenhart, 2002] 



 

 

Building orders are described in the open variant configura-
tion via a concatenation of feature values. If a customer wants 
to define their final product, configurators based on the re-
strictions lead them to a buildable configuration. For each 
customer order, the part validities are evaluated in the com-
plex BOM. They represent Boolean functions that assign the 
values "true" or "false" based on the features of the build or-
der. If a part is required for a build order, the function returns 
the value "true" otherwise "false". In this way, the material 
consumption can be calculated for each valid construction or-
der.  
Frischen et al. [2019] describes the handling of rule-based 
complex BOMs in the early phase of product development. 
For this purpose, mechanisms are shown that affect both the 
product layer and the technical layer. They all have the goal 
to integrate the documentation in the form of rule-based com-
plex BOMs along the entire product development process. In 
this context, cost-benefit assessments, product planning pro-
cesses, and forward sourcing must be applied as early as pos-
sible in the product development process (cf.  [Ehrlenspiel et 
al., 2014]). For such considerations, the installation rates of 
the features estimated by the sales department are an im-
portant element of the open variant configuration. Multiplied 
by the expected total number of units, they can be used to 
estimate the subsequent frequency of feature call-offs. The 
material requirements derived from them are also relevant for 
the calculations mentioned above. For cost-benefit calcula-
tions, the material costs can be estimated. For forward sourc-
ing planning, the material requirements can be better esti-
mated over the lifetime of a product. 

2.2 Planning approaches 

In production, planned orders are used to simulate uncertain-
ties in the order situation. In the automotive industry, simula-
tion of production orders is used for sales planning, quantity 
planning, capacity balancing and material requirements fore-
casting. Installation rates are used to describe the variance in 
the expected customer configurations [Bayer et al., 2003]. 
Wagenitz [2007] describes a modeling approach to order pro-
cessing by first describing the sales order processing and pro-
posing planned orders to estimate part requirements by filter-
ing the BOM for a given configuration. The used installation 
rates are derived from historical vehicle orders. The findings 
are used for distribution and material planning from a logis-
tics perspective.  
Bürgin [2018] uses the scheduling of planned orders for sce-
nario generation for customer orders and thus for planning 
the uncertainty between short-term and medium-term order 
fluctuations (as part of the order planning). Bürgin et al. 
[2017] takes feasibility restrictions regarding the combina-
tion of features as well as probabilities when choosing feature 
values into account. Furthermore, according to Bürgin, it is 
possible to embed the planned orders in a production net-
work, whereby incoming sales orders can be assigned to pre-
produced planned orders. Through the production networks, 
a gain in flexibility can be achieved through forecast produc-
tion orders as "build-to-stock", in particular through cross-lo-
cation program planning [Wittek, 2013].  

Kappler et al. [2010] describes a robust planning of primary 
and secondary demand planning by an integration of the 
product documentation. For this purpose, Kappler chose an 
interval-based approach to production program planning and 
derives demand barriers for components from this. He de-
scribes a "build-to-forecast" principle for suppliers according 
to a range of installation rates. 
Voronov [2013] proposes different formal methods for large-
scale product configuration.  In addition to the problems of 
verification in configurations, he introduces Constraint Satis-
faction in search based Boolean Satisfiability Solvers as a 
possibility of automatic reasoning about interactive product 
configuration. 
Küchlin [2020] employs the advanced use of conventional 
symbolic Artificial Intelligence (AI) in the form of proposi-
tional logic and automatic reasoning through SAT solving for 
the use in analysis and verification in the automotive indus-
try. See also Automated Configuration Problem Solving (cf. 
[Petrie, 2012]). 
An examination of the related work reveals that the authors 
predominantly consider the aspects of production. Thereby, a 
feedback of the findings into the development process and 
thus the proactive product influence in the early phase of 
product planning is not considered sufficiently. 

2.3 Logic-based approaches 

For logic-based description and solution of general problems 
describable by constraints, a number of frameworks are used. 
The most general approach is the Constraint Satisfaction 
Problem (CSP) which is a more generalized form of the Bool-
ean Satisfiability Problem (SAT) [Astesana et al., 2010]. 
The Boolean Satisfiability Problem is a fundamental, NP-
complete problem from the core area of information technol-
ogy. Finding a solution to this problem lies in in a valid vari-
able assignment of a propositional logical function. It is pos-
sible to solve this problem in a finite amount of time using 
the DPLL algorithm [Davis et al., 1962]. Based on this algo-
rithm, there have been a continuous number of extensions and 
improvements in search of valid solution methods: The Con-
flict Driven Clause Learning (CDCL) [Marques-Silva and 
Sakallah, 2003], the Boolean Constraint Propagation (BCP) 
[Moskewicz et al., 2001] and for a comprehensive insight 
[Biere et al., 2009; Chen et al., 2001; Eén and Sörensson, 
2004; Große et al., 2011].  
In practice, SAT solvers are commonly used to check the fea-
sibility of configurations where the number of configurable 
variants is too large to be described individually and which 
are therefore formulated with a set of constraints (see section 
2.1). To make SAT solvers more accessible from the frontend 
for e.g. the use of probabilistic statements, SMT solvers exist 
as an extension. In this way, more complex scopes can be 
solved against the background of "modulo theories" using the 
solution methods of the Boolean Satisfiability Problem [Bar-
rett and Tinelli, 2018]. The advantages of the established 
solvers on the one hand are efficient and fast processing of 
conjunctive normal formats (CNF) and deterministic state-
ments about valid solutions with supplied proof as one possi-
ble solution. On the other hand, the available product data 



 

 

from the industry require a complex conversion into the CNF 
format of the solvers, which is a problem with the large size 
of the data set. To adapt the solution and subsequent use in 
following parts of the program, a separate ad hoc algorithm 
is presented, which meets the complex notation of the product 
encryption (cf. [Sinz et al., 2003]). 
To date, no general solution for the described problems has 
been determined. To close this gap, a new approach has to 
deal with the variant management of vehicle properties from 
the product documentation and with the subsequent verifica-
tion using a logic-based solver for validation. Previous work 
has not addressed this deficiency.  
In this paper, the intention is to suggest a means to deal with 
installation rate estimates and open variant configurations in 
the variant management.  The contribution of this paper is to 
include the installation rates in the generation of feasible 
build orders. Based on the further use of feasible build orders 
for follow-up processes and the development and encoding 
of product properties, a set of build orders can be derived. 

3 Proof of Concept 

This section introduces the necessary equations as well as the 
algorithm which is modelled to create the desired variable 
combinations. Firstly, a set of sales orders is to be generated 
in a way that none of them contradict any restrictions. At the 
same time, the frequency of the feature values contained 
therein should correspond to the specified installation rates. 
Thus a set of customer orders would be available, which rep-
resent a detailed estimate of the later customer orders early 
on in the product development process. Therefore, the com-
plex BOM could be simulated for each of these orders. The 
result of these calculations could then support the evaluation 
processes early on in the development process. Specifically, 
a branching tree of Boolean rules is combined with a set of 
probabilities in order to predict future sales orders. Both con-
cepts are combined in the application mentioned below. In 
order to be able to customize the application further down the 
line, it was determined that it was more efficient to create a 
custom algorithm rather than to adapt an existing solver. This 
means that the algorithm could be tailored to specifically 
solve the given problem. The input for the algorithm is as fol-
lows: There are nv variables (Formula 1). They are either cho-
sen (1) or not chosen (0) to be part of any given result. 

𝑥𝑖 ∈ 𝔹 , 𝑖 = 1 … 𝑛𝑣 (1) 

Additionally, there are two kinds of rules that determine 
which variables are allowed to be part of the same result. 
First, there are m groups of variables called families (see fea-
tures and feature values in Table 1). A family describes a 
group of variables which are mutually exclusive. The solution 
must include a variable from every family in order to be fea-
sible (Formula 2). 

⋃ 𝐹𝑗

𝑚

𝑗=1

= 1 (2) 

Additionally, the added probability for all variables of a fam-
ily equals 1 (Formula 3). Every variable belongs to exactly 

one family. Within the algorithm, this relationship is speci-
fied within the matrix FP. 

∑ 𝑃(𝑥𝑖,𝑗)

𝑛

𝑖=1

= 1      , 𝑥𝑖,𝑗 ∈ 𝐹𝑗, 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑗  (3) 

Second, there are r rules. They represent the internal 
knowledge created out of restrictions for customer configu-
rations mentioned above (see Table 2). They prohibit specific 
combinations of variables to be part of the same configura-
tion. Additionally, they can be combined into a CNF (For-
mula 4):  

⋀ ⋁(¬)𝑥𝑘𝑖  

𝑛

𝑖=1

𝑟

𝑘=1

 (4) 

Overall the method is looking for a specific set of variables 
that returns “true” for the CNF-Representation. Within the al-
gorithm below, a Boolean Matrix R is used to represent the 
CNF. It connects the different variables and determines 
which ones cannot be part of a feasible solution at the same 
time. The objective of Algorithm 1 is therefore to create a 
given number of solutions.  

To summarize, the input of the algorithm includes a matrix R 
which determines which variable combinations are not al-
lowed to be part of the same solution. Additionally, the ma-
trix FP determines which variables are part of each family 
and table p(f) determines the probabilities for each variable 
to be chosen. Line 1 includes all preliminary actions that are 
necessary for the implementation to run. Line 2 initializes the 
algorithm itself. It determines how many solutions have to be 
found and where these solutions are going to be stored. Line 
3 sets up the local storage for the single solution that is cre-
ated by the inner loop. Line 4 is the starting point for inner 
loop. Line 5 determines the next variable which will be part 
of the found solution. This process includes multiple steps. 
Firstly, in order to make sure that the solution remains feasi-
ble, it is necessary to check if there are families which only 
include one variable (see below at Algorithm 2 how variables 
are removed from FP). These are then added to the solution. 
If all remaining families have more than one feasible varia-
ble, one of the families is chosen biasedly. The probability 
for each family to be chosen is reciprocal to the size of said 

Algorithm 1: Configuration Builder 

Input: Ruleset R, family-feature-matrix FP,  

  feature probability p(f) 

Parameter number of required results n 

Output: n feasible feature sets {f1, …, fmax} S 

1: Initialize algorithm 

2: Outer Loop:      Goal: Create n feasible solutions 

3: Initiate Si     for i = 1 to n 

4: Inner Loop:     Goal: Create 1 feasible solution 

5:  Find next variable to be part of solution Si 

6:  Perform Algorithm 2: Update FPmod using R and Si 

7: end Inner Loop 

8: Add Si to S 

9: end Outer Loop 

10: return solution S 



 

 

family. Once a family is chosen, the feature probability p(f) 
is used to randomly choose a variable within the family. Af-
terwards, the available variables have to be updated. This 
happens in Line 6 which starts Algorithm 2. Line 7 checks if 
the local solution is completed and loops if it is not. Line 8 
adds the newly found complete solution to the collection of 
solutions. Line 9 checks if enough solutions have been gen-
erated and loops accordingly if the number of found solutions 
is smaller than the target number. Algorithm 2 determines 
which variables can still be chosen to be part of the solution 
Si.  

Line 1 checks every row of R. Every row of R defines a spe-
cific combination of variables that cannot be included in a 
solution. Therefore, Line 2 checks if all but one variable that 
are part of said row are also part of the solution. If this is the 
case, Line 3 removes the according variable from the modi-
fied family-feature-matrix FPmod. It is returned to Algorithm 
1 in Line 6.  
Overall, the interaction between both algorithms ensures that 
the results are always feasible. To determine if the algorithm 
is able to create reliable solutions, the relative frequency for 
each variable has to be close to the given probabilities derived 
from the use case. 

4 Experimental Validation & Discussion 

In order to determine if the model can reliably produce useful 
variable configurations, two properties of the resulting sets 
have to be examined. First, it has to generate feasible results 
i.e. follow all rules set in R. This is a mandatory requirement. 
Due to the small subset of feasible results compared to the all 
possible combinations (estimated 1062 vs. quoted 109 [Zagel, 
2006], (cf. [Kübler et al., 2010])), it is very unlikely to gen-
erate feasible solution if they are created without a specific 
generator. Therefore, Algorithm 2 makes sure that only fea-
sible solutions are generated in the first place. This require-
ment is therefore already fulfilled. 
Second, when generating large sets of results, the frequency 
for each variable has to be close to its probability as they are 
set within p(f). This is important if the results are supposed to 
be used as a basis to predict future sales or material needs. 
Therefore, in order to be actually valuable as a method to 
model future sets of variables, the rate with which any varia-
ble is chosen, has to converge onto its probability when a 
large number of results is generated. In order to determine if 
the model fulfils the second requirement, several steps had to 

be made. From a dataset of 175 families and 571 feature val-
ues from the automotive industry, a large number of result 
were generated. The used installation rates are based on 
251,183 customer orders. After a new result was generated, 
the relative frequency (RF) of each variable is calculated and 
saved. The results are plotted after 20,000 cycles for a selec-
tion of four variables in the dataset. Figures 3 and 5 show this 
behavior. After approx. 20,000 configurations are created, 
the calculated installation rates show a variance of .0024 and 
a standard deviation of .0487 compared to the ones used to 
describe the model, which confirms the presumed conver-
gence shown in Figures 4 and 6. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Good fit of the observed frequency of x178 and x180 

 
 
 
 
 
 
 
 
Figure 4: Detailed section of long-term convergence in x178 
 
The expected behaviour can be seen for every set of variables. 
However, some groups of variables show small deviations 
from the expected convergence towards its probability.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Poor fit of the observed frequency of x303 and x304 

 
Figure 6 shows a detailed view of the final points of data for 
one family of variables. One can see that there is a small but 
stable deviation from the given probability. The variables 
seem to converge onto a different value than the given prob-
abilities for x303 and x304. Since the general applicability of the 
approach has not been tested, it will be part of future research. 

Algorithm 2: Update FP mod using R and Si 

Input: modified family-feature-matrix FP mod, Ruleset R 

partial Solution Si 

Output: updated family-feature-matrix FP mod 

1: for each rule r in R do 

2:  if all but one variable v of r are part of Si then 

3:   remove v from FP mod 

4:  end if 

5: end for each 

6: return updated FP mod 



 

 

 
 
 
 
 
 
 
Figure 6: Detailed section of long-term deviation in x303 

 
There are multiple possible explanations for this phenome-
non. First, it is quite possible that restrictions prohibit an out-
come closer to the expected results. This would indicate sys-
temic errors within the source material. Second, an alterna-
tive explanation could stem from the fact that the original 
data had a ruleset which changed over time as well as chang-
ing probabilities while both are presumed to be static. Both 
possible answers warrant further research. 

5 Conclusion & Future Research 

Research question 1 dealt with the logical formulation of con-
straints in the variant management. Therefore, the open vari-
ant configuration, planning approaches and logic-based SAT-
Solver are analyzed. The analysis suggests the possibilities of 
describing early feasibility statements of highly variant prod-
ucts by a transfer description as a Constraint Satisfaction 
Problem, for example by SAT or SMT. Subsequently both 
advantages and disadvantages of established solvers were 
identified. 
For answering research question 2, the adaptability of the ap-
proach was elaborated as a methodological requirement. The 
use of this approach in variant management also allows for 
better integration of collaborating organizations into the de-
velopment process by making product data available in a 
meaningful format. The existing constraints on the use of 
product data in the automotive industry lead to limitations in 
the continuous use of existing SAT approaches. 
Therefore, an ad hoc approach is presented, which on the one 
hand meets the requirements of the complex notation in the 
product encoding and on the other hand offers the possible 
flexibility to be adapted and used in further program parts in 
order to feed back into the design process.  
Convergence between the results of the approach and the in-
itially used installation rate was satisfactory, and found to be 
sufficient to satisfy the property of a new set of created vari-
able configurations, as posed by research question 3. The nec-
essary condition of buildability is ensured and fulfilled by the 
set of rules used in the ad hoc algorithm. 
The unanswered aspects of question 1 to 3 are part of future 
research. This includes investigation into the use of SMT 
solvers such as the CVC4 to modulate probabilities and make 
validation and analysis of build orders even more efficient 
and fast. The estimation of the used installation rates was not 
part of this paper and shall be investigated in more detail by 
a modeling approach. In addition to optimizing the results, 
the approach will be extended to use dependent functions in-
stead of constant build rates. For future studies in this area, 
there is an interest in extending the approach from constant 

to variable installation rates, which are a function of addi-
tional independent variables. 
In comparison to the conventional algorithm used previously, 
this approach has the potential for the addition of extension 
modules to the procedurally interpretable code. From the 
methods of AI, such a method exists for the prediction of 
probabilities of a discrete binary available expression de-
pending on one or more independent variables, for example, 
via the consideration of a logistic regression (LOGIT model). 
Logistic regression methods are already successfully used for 
classification (cf. [Mohri et al., 2001; Hude, 2020]). The pro-
spect of replacing constant installation rates by a regression 
function offers the possibility to introduce extension mod-
ules, to examine their suitability as regressands for the expla-
nation of an installation rate by means of regression coeffi-
cients and to include them in the model for improvement in 
the sense of a learning effect. 
This approach represents a set of common premises for fea-
sibility analyses. Their simultaneous use in all business sec-
tors involved within the product development process is the 
origin of the considerations presented in this paper and is to 
be the subject of further consideration. Likewise, the applica-
tion of the gained knowledge within the product development 
process shall be the subject of future research.  
The goal of this approach is a contribution in an increasingly 
hybrid decision-making process at the interface of humans 
and technology via the inclusion of a digital assistance, which 
is of great importance for the automation potential via inte-
gration of AI in the future product development process. 
From this outlook, a future need for research is justified in 
the interdisciplinary use of AI in product design, especially 
in an early phase of product planning and variant determina-
tion through simulation and classification approaches by gen-
erating and analyzing planned orders. 
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