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Timeline of hpc.bw: Strengthening research and development by HPC in an interdisciplinary endeavor

Before hpc.bw 01/2021: Start of hpc.bw | Inauguration of Interactive Scientific Computing Cloud 12/2024: End of hpc.bw
1
) " Inauguration of container-based HPC center n
Singular communities / Launch of interdisciplinary multiplicator (CBRgZ) 4 HPC cluster: HSUper (e 15t Workshop on HPC and | Prototype. of HPC 2" Workshop on HPC and
software development orogramme across all HSU departments — 571 Regular Compute.N_ode; Eow HSUper / Suryey on HPC skills Portal online HSUper / Survey on HPC |
— mechanical engineering, electrical engineering, c Fat M Nod and expectations competences and expectations
Individual use of HPC resources economics, social science —and UniBw M ~> rat Memory Nodes ' '
! —5 GPU Nodes | HPC Portal: Preparation of learning material for target groups
2021 2022 2023 2024 2025
I
| HPC user meeting (quarterly) |
| Newsletter (quarterly) |
|
| Seminar series (monthly) |
Innovative hardware: Innovative hardware: 15t Call for Performance 2" Call for Performance 3rd Call for Performance
Procurement ARM FX700 || Procurement AMD EPYC | | Engineering Projects (P1-P6) Engineering Projects (P7-P11) Engineering Projects (P12-P17)
Scalable Solvers: Research on AMG block preconditioners |
Cooperation & Networking: Collaboration with algorithmica technologies on scientific computing cloud solutions a\/\/\/ |
Cooperation & Networking: Collaboration with opheo solutions GmbH on efficient tour planning software gpheo |

Research areas with HPC needs

Numerical simulation and development of parallel simulation methods

= 581x dual Intel 8360Y (41.832 compute nodes) B £

= 2x 1-PB-storage system (Ceph, BeeGFS), InfiniBand HDR100 Artificial intelligence / machine learning / data analyses

= 571 nodes, dual-socket Intel Icelake (2x36 cores), 256 GB RAM (| | 5765M:g;“£§§,§g?§‘;‘§d'i§des Bioinformatics problems, e.g. in medicine
= 5 nodes, dual-socket Intel Icelake, 1 TB RAM i n%ﬂztllgé;;%fb.ég?o Optimization problems, e.g. in logistics
= 5 nodes, dual-socket Intel Icelake (2x36 cores), ‘ 105 bR main mem 4
. . ; u-on
equipped with 2 A100 GPUs, 256 GB RAM 521 pFlop/sR= (T s | o | | | | |
© Ulrike Schréder Simulation in material science Molecular-continuum simulation
o . . Prof. K , HSU
Calls for Projects for Performance Engineering (Prof. Kramer, HSU) (Prof. Neumann, HSU) MasT
v P1  Monte Carlo simulations of real fluids (HSU) | Berechnungszeit (Strong Scaling)
v/ P2 DigiTaKS* Learning behaviour of students in dealing with digital media and tools (HSU) A T f hoc.bw t :: ~ & . e I -
v' P3  benEFIT- Numerical simulation of non-destructive testing of concrete (HSU) ypes ot hpc.bw team support: SN ST ! \m() i § .
v' P4  Enabling High-Throughput Studies of Reactive Materials (HSU) . o = | e ~ 2
v/ P5 C-STAR Electric Propulsion Demonstrator Multiphysics Modelling/ Modelling Hypersonic re-entry "= Problem identification " 5% e
from the Martian Thermosphere down to the Troposphere (UniBw M) = Setup, familiarization on usage/code - s Ll W |
v  P6  Optimization of an IGA Code in MATLAB for parallel computing (UniBw M) " [ntroduction of best practices L - - SRR — T n e w
v' P7 Case Study “Personnel Scheduling in RoRo Terminals” (HSU) = Profiling/benchmarking on test cases Anzahl MPkProzesse
O P8 The 2-stage no-wait hybrid flow job scheduling problem (HSU) = Selection on promising bottlenecks
O P9 Single machine scheduling with position dependent maintenance (HSU) > = Introduction of changes/optimizations Simulation of turbulent flows Monte ¢ar|0 simulation of real fluids
O P10 HPC for semi-parametric statistical modelling on massive data sets (HSU) = 1 0n 1 mentoring/help (Prof. Breuer, HSU) (Prof. Meier, HSU)
O P11 Performance portability for the MIRCO BEM solver for rough surface contact (UniBw M) — : :
: . : . L . = |nvestigation of possible solutions
O P12 Density Functional Theory Calculations of Positron Lifetimes (UniBw M) . . original
L L = Communication of solution clues
O P13 Nozzle Design in Cold Spray Applications (HSU) , ) ) refactoring
O P14 MD-Simulations for damping assessment in MEMS resonators: (HSU) " Preparation of ‘proof-of-concept b corvbreion
O P15 Enabling global sensitivity analysis of large-scale FEM models using QUEENS (UniBw M) ~ - - L
O P16 DSMC-based simulation for the development ABEP systems (UniBw M) -« | P P b b L b L
O P17 Molecular Monte Carlo simulations on GPUs (HSU) s e
HPC Competences Platform: Interdisciplinary Cooperation — Continuing Education and Lifelong Learning & HPC HPC Portal: Interim conclusion and next steps
“Culture of Digitalization” (stalder, 2021) & Computer Science ztl.‘en.gtheninghof I-:;lpfci:“ discipline & - ~ Acquisition of Future Skills (Ehlers, 2020) = Methodical and didactic preparation of teaching and learning
= “Data as the raw material of the future” (DARP 2022, 324) Selection of Future Skills in relation to HPC Portal: Open Educational Resources for self-directed learning processes
= Algorithmicity: Automated decision-making processes that = Construct knowledge on the basis of data = Digital and design competence: Knowing and using rigorous and for exploring new research potential
generate Information and become the basis for collective = Open Educational Resources and Open Access metrics and promoting value HPC competences transfer along digital, on-site and hybrid learning
behaviour > regarding HPC competences > = FEthical and initiative competence: sustainability of HPC resources settings
= Referentiality: Referential processes that enable references on = QOvercoming boundaries " Reflection-, decision-making and system competence: Informal learning with the aim of creating networking and exchange
the basis of data and thus have a meaningful and formative effect = Strengthening interdisciplinary research Understanding, weighing up and managing risks in relation to opportunities in various target groups and disciplines
on knowledge and practices and cooperation hard- and software Example offers: Seminar series, HPC workshops for beginners and
= Collectivity: Collective frames of reference that stabilise = Profiling HPC discipline = Ambiguity and innovation competence: dealing with complexity advanced users, newsletter, forum, blog post, videos, cluster tours
meanings, generate options for action and agency / = Discovering new research horizons _/ and uncertainty of HPC knowledge
]
Target Groups of HPC Competence Platform Selection of survey results on needs & requirements and related J
Interdisciplinary users without affinity Advanced users offers of HPC Competence Platform (muttiple answers possible; N=28) T";yﬁ;w{m J
for Computer Science » |ntermediate knowledge of computer science Vilw %g I ik
= Currently no affinity for computational processes = Advanced knowledge about software S ' s
= Writing only individual lines of code or having no development, e.g. writing own programmes . . _ _ _ _
experience with HPC, programming or and having parts of these programmes Performance Engineering HPC & Linux Basics Allocate nodes interactively / or
optimizing software parallelized (for execution on by writting a script
HPC systems) hpc.bw  .diechw "
Beginners Advanced software developers = ' w e
Basic knowledge of computer science = Comprehensive knowledge of computer s " e e
Driven by scientific questions to be addressed science Sy — B et iy i
using HPC = Ability to parallelize/optimize software mostly : o o ' HPC-Rortal
Ability to write short parts of programmes, independently - I m -
e.g. larger macros, scripts or interfaces * Detailed knowledge of job scheduling s ' — ;. \
for commercial software systems etc. © Alexander Kolling & Ulrike Schroder
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