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Abstract— Common tasks of High-Frequency Surface Wave
Radars (HFSWRs) are long-range ocean state monitoring and
maritime surveillance with a strong focus on the detection of
ships. Due to the heterogeneous background composed of sea-
clutter and external noise the application of Constant False Alarm
Rate (CFAR) algorithms with a single parameter set are likely
to lead to a high probability of false alarm or poor detection
performance.

This paper is about adaptive CFAR with presegmentation,
where the presegmentation is performed globally on each range-
Doppler map and divides the detection background into external
noise dominated regions and sea-clutter dominated regions. With
this global knowledge it is possible to individually adapt the
shape of the reference window for each Cell Under Test (CUT)
to obtain homogeneous reference cells and avoid clutter-edges in
the reference window. To further increase detection performance,
the constant scale factor is chosen with respect to the current
background. This enables detection of small targets in clutter
while maintaining a low false-alarm rate for targets in external
noise. To prevent the saturation of the tracker, a pretracker
structure is presented which distinguishes between strong and
weak detections and assigns priority to strong detections.

I. INTRODUCTION

High-Frequency Surface Wave Radars (HFSWRs) can be
used for ocean state monitoring or ship detection. Due to
the comparatively low operating frequencies these radars ex-
perience low attenuation and offer long-range surveillance
capabilities. Hereby the detection of ships is either sea-clutter-
or external noise limited. Especially difficult is the detection
of ships at the borders between both detection backgrounds,
commonly denoted as clutter edges.

In the past, 2- or 3-dimensional Constant False Alarm Rate
(CFAR) target detection algorithms [1] have been used. Still
in most cases only a single set of parameters (number of
reference/guard cells, constant scale factor, reference window
shape, etc.) has been used. As the typical CFAR algorithms
are designed for a homogeneous detection background and the
typical HFSWR background is likely to be inhomogeneous,
applying a single detection parameter set to the Azimuth-
Range-Doppler (ARD) data is either likely to result in an
unacceptable high probability of false alarm or missed de-
tections. This either results in a saturation of the tracker or an
underperforming radar system.

To overcome these problems we propose the following
detection approach, which can be best described as a two-step

process. First a global segmentation strategy of the ARD into
different background areas is performed. The segmentation
is based on power values and a-priori knowledge of the
first-order sea-clutter characteristics according to the model
in [2]. Global here refers to the fact that we perform the
segmentation on a global scale and not like many other CFAR
approaches based on a local predefined reference window, as in
composite-, ordered-statistic (OS-), adaptive-ordered statistic
(AOS-) or variability-index (VI-) CFAR [3][4][5][6]. Second,
an adaptive CFAR detector based on the segmentation result
is applied. It adapts the shape of the reference cell window to
obtain a homogeneous detection background and thus avoids
clutter-edges in the reference cells. In addition the constant
scale factor, as a function of the current background, is
adapted.

The paper starts with a short summary of the detection back-
ground of HFSWRs in Section II, followed by a description of
the proposed segmentation in Section III. Then, in Section IV
a review of existing CFAR approaches, the proposed adaptive
CFAR approach and the pretracker structure are described. In
Section V the results of the evaluation are presented, followed
by a conclusion in Section VI.

II. DETECTION BACKGROUND

The detection background is composed of external noise
and sea-clutter dominated areas and their respective transition
areas. External noise is composed of galactic- and cosmic-
noise as well as interference from radio-stations and lightning
strikes. Generally external noise dominates most parts of the
ARD data, where in this case it is assumed to be spectrally
white in each dimension.

Sea-clutter in the HF domain mainly consists of two com-
ponents: a dominant first-order component (the two so-called
Bragg lines) and a less dominant second-order component [7].
Sea-clutter is due to the interaction of the vertically polarized
electromagnetic wave with the approaching/receding gravity
sea waves [2]. In case of the first-order sea-clutter, this occurs
at a resonance wavelength following the relationship λwater ≈
1
2λelec. Due to the movement of the approaching/receding
gravity sea waves they reflect energy with an approximate
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Fig. 1. Sea-clutter Doppler profile

Doppler-shift of

fd = ±
√
g · f
π · c

, (1)

where g is used to denote the standard gravity, f denotes the
operating frequency of the radar and c is used to denote the
speed of light [8]. The less-dominant second-order sea-clutter
is due to multiple scattering of the electromagnetic wave by
the gravity sea waves.

A typical Doppler profile with first- and second-order sea-
clutter is illustrated in Fig. 1, with the first-order sea-clutter
situated at a Doppler frequency of ± 0.2 Hz. In case an
additional underlying radial sea current is present an additional
Doppler shift occurs.

III. BACKGROUND SEGMENTATION

Our proposed detection approach starts with the preseg-
mentation, which works on beamformed and range-Doppler
processed (ARD) data. The first step is to distinguish between
first-order sea-clutter dominated regions and external noise
dominated regions, which involves the following tasks to be
solved:

• calculation of the theoretical first-order sea-clutter
Doppler frequency

• estimation of the true first-order sea-clutter Doppler fre-
quency

• estimation of the first-order sea-clutter extent in Doppler
domain

• external noise estimation
• estimation of the first-order sea-clutter extent in range

domain

A. Theoretical and estimated first-order sea clutter Doppler
frequency

First, the sum of the power values from all range bins for
each particular Doppler bin k is calculated

pk =

N∑
n=1

Pk,n, k = 1, . . . ,K (2)

where Pk,n is the power at the kth Doppler- and the nth
range-cell. N and K are used to denote the total number of
range- and Doppler-cells, respectively. Under the assumptions
of random target distributions in terms of range and Doppler,
the summation (2) emphasizes the regions of sea-clutter and
reduces the impact of targets at particular range-Doppler
combinations.

Secondly, the theoretical first-order sea-clutter Doppler fre-
quencies are calculated according to (1) and are mapped to
discrete Doppler bin positions. The resulting vector is an all-
zero vector, containing only ones at the theoretical positions
of the the two Bragg lines, i.e. (3)

sk =

{
1 if k = G(±fd)
0 else

}
, k = 1, . . . ,K (3)

where G illustrates the mapping function from continous to
discrete. In the third step a cross-correlation of (2) and (3) is
calculated by

vk =

min(K,K−k)∑
m=max(1,1−k)

sm ·pk+m (1−K) ≤ k ≤ (K−1). (4)

B. Estimation of the first-order sea-clutter extent in Doppler
domain

From (4) in combination with a maximum search it is
possible to determine the two actual center first-order sea-
clutter Doppler-bin positions named l and m. The correlation
is needed to account for a potential Doppler shift of the
Bragg-lines due to an underlying sea current [9]. Additional
assumptions of the estimation are 1.) first-order sea-clutter is
stronger than the second-order sea-clutter and 2.) negative and
positive Bragg line experience a Doppler shift into the same
direction.

With the help of a local minimum search surrounding the
Doppler-bin positions l and m on the summed up range values
of (2) it is possible to create a set of Doppler-bins describing
the extent of the first-order sea-clutter in Doppler domain as

Z = {l−b1, . . . , l, . . . , l+b2,m−b3, . . . ,m, . . . ,m+b4}, (5)

where b1, b2, b3, b4 are used to denote the lower and upper
limit of the receding and the approaching first-order sea-
clutter, respectively. Here it should be noted that due to the
finite antenna resolution of any real antenna system the Bragg
lines are not, as theory suggests, two discrete frequencies but
experience a certain Doppler extent.

C. External noise estimation and estimation of the first-order
sea-clutter extent in range domain

In this part an estimation of the external noise level is
performed. The estimation avoids the first-order sea-clutter
dominated Doppler bins noted in (5) and only utilizes distant
range bins to obtain the average external noise power

Pnoise =
1

N − w + 1
· 1

K − |Z|
·

N∑
n=w

K∑
k=1
k/∈Z

Pk,n, (6)



in which |Z| denotes the cardinality of the set Z and w is
used as starting range bin.

After that the first-order sea-clutter extent in range dimen-
sion for the set of Doppler bins Z on the Pk,n values is deter-
mined. This is performed by static thresholding, derived from
the estimated external noise power (6). To avoid assigning
targets in noise but close to the clutter edge, the extent of
sea-clutter in Doppler domain is only allowed to shrink with
range.

Finally the first-order sea-clutter segmentation results and
the external noise estimation results are fused into the second-
order sea-clutter segmentation process. Knowing the extent
and position of the first-order sea-clutter, combined with a
local minimum search on the data in (2) and the thresholding
approach the second-order sea-clutter segmentation process
will be performed in a similar manner as for the first-order.
Eventually one final segmentation mask is created.

IV. ADAPTIVE CFAR DETECTION AND PRETRACKER

A. Review CFAR detection

The group of CFAR algorithms are sliding window tech-
niques to detect targets in a clutter/noise background with
a predefined probability of false alarm. They estimate the
clutter/noise power in the current cell under test (CUT)
by inspecting the cells in their local neighborhood, also
known as reference cells. Originally designed for a homoge-
neous background, then extended to multiple-target or clutter-
edge scenarios, several variants such as cell-averaging (CA),
cell-averaging greatest-of (CAGO), cell-averaging smallest-of
(CASO) or ordered-statistic (OS) CFAR have been developed
and are commonly used [10] [11].

In all approaches the CUT is compared to a threshold S to
make a binary target decision, where S is defined by

S = T · Z, (7)

in which Z is the local clutter/noise estimation and T denotes
the constant scale factor. To maintain a targeted Pfa the
constant scale factor T has to be determined, where T itself
is a function of type of noise/clutter distribution, the type of
CFAR and the number of reference cells Ntotal.

In case the detection background consists of independent
and identically distributed (i.i.d.) random variables following
an exponential distribution and assuming CA-CFAR process-
ing, T can be calculated according to

T = Ntotal ·
(
P

− 1
Ntotal

fa − 1

)
. (8)

Several CFAR approaches to cope with nonhomogeneous
background have been proposed. One approach is the already
introduced OS-CFAR [4]. Here the reference cells are first
rank-ordered and the rth largest value is taken as clutter/noise
estimate. With appropriate choice of r this enables to cope
with multiple target situations and clutter-edges.

Other approaches also take into account local background
information and can be considered combinations of the be-
fore mentioned. This includes composite CFAR [3], which

segmentation mask

adapt CUTk,n

reference cell structure

CUTk,n noise/sea
clutter dominated

adapt CUTk,n

constant scale factor

2D-CFAR for CUTk,n

Fig. 2. Adaptive CFAR for particular CUT with reference window shape
and constant scale factor adaptation

changes between CA- and OS-CFAR depending on whether
the background is homogeneous or nonhomogeneous and an
extension of the composite CFAR idea called adaptive-order
statistic (AOS) CFAR [5], which adapts the r parameter of
OS-CFAR according to the composition of the background.
The variability-index (VI) CFAR [6] is another option, which
only selects part of the reference window for the background
estimation. Still all these approaches have the shortcomings of
only using local information from their predefined reference
cells while ignoring global information.

B. Proposed Adaptive CFAR

The input to adaptive CFAR are the segmentation mask
and the range-Doppler map. In addition, parameters like
initial shape of the reference window and the type of CFAR
noise/clutter estimation have to be provided. Here NRI and
NDI are used to denote the number of initially chosen range-
and Doppler reference cells. The block structure of our pro-
posed adaptive CFAR is illustrated in Fig. 2. The approach
utilizes the segmentation mask to adapt the shape of the
reference window and the constant scale factor. As in most
CFAR approaches the detection is performed sequentially for
each CUT.

The first step is to determine if the current CUT is
dominated by external noise or sea-clutter. Based on this
outcome the neighborhood of the CUT in the segmentation
mask is investigated. If the initial reference window following
from NRI and NDI crosses a Doppler-domain clutter-edge the
number of reference cells in the Doppler-domain are reduced
from NDI to NDO. This happens at the expense that the
number of range cells are increased from NRI to NRO to fulfill

NRI +NDI = NRO +NDO = Ntotal. (9)

The underlying idea is that the clutter-edges in the Doppler
domain are more abrupt than their counterpart in range-domain
and thus the error in the clutter/noise estimation by including
non-homogeneous cells in range has less influence. This can
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Fig. 3. Example of reference window adaptation

lead to asymmetrically shaped reference windows, still the
number of total reference cells Ntotal is maintained. One
example of the non-adapted and the adapted reference window
with NRI equal to 16 is shown in Fig. 3.

In a parallel step the constant scale factor T for each CUT
is adapted. Due to the segmentation it is possible to choose
two different T factors independently: one for the external
noise dominated regions and one for the sea-clutter dominated
regions. As the shape of the reference window has been
adapted to obtain a homogeneous detection background, but
the total number of reference cells has been maintained, the
constant scale factor T is only a function of parameter Pfa (8).
This allows choosing different T values to allow different Pfa

in each region. Eventually the 2-dimensional CFAR for each
CUT with adapted reference window and adapted scale factor
is carried out and a binary target decision is made.

C. Pretracker

If one compares the total number of cells dominated by
noise or sea-clutter one clearly realizes that the external
noise dominated regions outnumber their counterpart mani-
fold. From this ratio we conclude that we can allow a higher
Pfa (and thus also higher probability of detection PD) in the
clutter dominated part, while choosing a lower Pfa in the
external noise dominated part.

Without the presegmentation, a single T factor would be
used for the complete data set, which would either lead to
excessive false alarms or missed targets. If the overall number
of false alarms still exceeds the tracking capabilities of the
system, a pretracker structure [12] might be used, which
differentiates between weak targets and strong targets.

In our case we consider the detections in external noise
as strong targets, which are directly forwarded to the tracker,
while the detections in the sea-clutter dominated regions are
feed to a pretracker structure as illustrated in Fig. 4. Here
Nd en and Nd sc are used to denote the number of detections
in external noise or sea-clutter, respectively.

Initially the pretracker forwards all detections in the sea-
clutter region to the tracker and thus Nd sc is equal to Nd sc′ .
In case the number of possible tracks by the sum of Nd en

and Nd sc′ is reached, the tracker provides feedback to the
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Fig. 4. Pretracking structure
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Fig. 5. Range-Doppler Map with labeled targets

pretracker to reduce the number of forwarded detections in
sea-clutter Nd sc′ , with Nd sc′ now being smaller than Nd sc.
This reduction is achieved by only forwarding the Nd sc′ most
reliable detections, which could be identified by additional
processing of temporal- or spatial-samples.

V. EVALUATION

The evaluation has been performed on simulated data con-
taining 21 targets, embedded in external noise and sea-clutter.
The targets have the same Radar Cross Section (RCS) of
20 dBm2 and are situated at three different ranges of 30, 80
and 130 km and seven different radial speeds corresponding to
a Doppler frequency of -0.62 Hz to +0.62 Hz as illustrated in
Fig. 5. The first-order sea-clutter lines are situated at ± 0.2 Hz,
each surrounded by second-order sea-clutter. Due to the dif-
ferent radial speed and different ranges of the targets, the
targets are situated in different detection background. For the
following discussion each target is labeled by a corresponding
number from 1 to 21.

The results of the segmentation process according to the
descriptions in Section III can be seen in Fig. 6. The segmen-
tation mask is used by the adaptive CFAR to determine the
shape of the reference window and the constant scale factor as



ra
n
g
e
 i
n
 k

ilo
m

e
te

rs

Doppler frequency in Hz
−1 −0.5 0 0.5 1
0

50

100

150

200

250

300

Fig. 6. Combined segmentation mask
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Fig. 7. Detection result of non-adaptive 8x8 CA-CFAR

illustrated in Fig. 2. Here it should be mentioned that after all
detections an adjacent-detection merging algorithm (ADMA)
[13] has been applied. It can be considered a local peak
detection to eliminate multiple detections from the same target.

To show the differences in detection performance, four
detection examples are illustrated, where in each example the
total number of reference cells is chosen to be 16 with a single
guard cell surrounding the CUT in each dimension.

First, a non-adaptive 2-dimensional CA-CFAR with NRI as
well as NDI chosen to be equal to eight reference cells, is
applied. The results of this detection process are shown in
Fig. 7. As expected the results show that the target detection
in external noise works well (targets 8,9,13,14,15,16,20,21).
In case of detecting the most distant targets in external noise
(1,2,6,7) only the detection of targets 2 and 7 are successful,
which can be explained by a lack of reflected signal power. If
the targets are situated close to a Doppler clutter-edge (targets
3,4,10,11,17,18) only the detection of target 17 is successful.
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Fig. 8. Detection result of adaptive 8x8 CA-CFAR with reference window
shape adaptation

The detection of any of the targets in the approaching first-
order sea-clutter (targets 5,12,19) is not possible.

Second, the proposed adaptive 2-dimensional CA-CFAR
with same initial reference cell configuration as in the first
case is applied. In this case the reference window shape might
be adapted but the total number of reference cells Ntotal is
maintained. In this case the detection results are shown in
Fig. 8. The number of detections in external noise remain the
same as for the non-adaptive case, which is due to the fact
that the shape of the reference window is kept unchanged.
The detection results at the clutter edges is improved from a
single detection (target 17) in the non-adaptive case to four
successful detections (targets 10,11,17,18) by the adaptation
of the reference window.

Third, the adaptive CFAR with reference window shape
adaptation and constant scale factor adaptation is applied,
with detection results illustrated in Fig. 9. This case is chosen
to illustrate how it is possible to allow a higher Pfa (lower
constant scale factor) in the sea-clutter dominated part, but
maintain the same Pfa (as before) in the noise dominated part.

Allowing a higher Pfa implicitly also increases the PD,
which explains that the adaptive CFAR now indicates addi-
tional detections in the sea-clutter dominated parts. In two
cases the detection can be attributed to the presence of a target
(target 12,19) in the first-order sea-clutter, in all other cases
a false-alarm occurs. In case an even higher Pfa in the sea-
clutter dominated part is allowed and the tracker is driven into
saturation, the application of a pretracker is justified.

The fourth case, shown in Fig. 10, is again a non-adaptive
CFAR detection with a global lower constant scale factor and
a resulting increase in Pfa. This case illustrates how this could
lead to a saturation of the tracker. Still it should be noted that
in contrast to the previous adaptive case here targets 12 and
19 are not being detected.
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Fig. 9. Detection result of adaptive 8x8 CA-CFAR with reference window
shape and constant scale factor adaptation
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Fig. 10. Detection result of non-adaptive 8x8 CA-CFAR with global higher
Pfa

VI. CONCLUSION

In this paper we have presented an adaptive CFAR detection
algorithm with global presegmentation and following pre-
tracker structure for HFSWR. In contrast to other (local) CFAR
approaches this approach first performs a global adaptation of
the reference window shape due to information from preseg-
mentation to obtain homogeneous reference cells. Local CFAR
approaches, on the other hand, work on a fixed reference
window shape and try to obtain homogeneous reference cells
by censoring or an appropriate selection of r parameter in an
ordered-statistic approach. This is particularly difficult to be
performed for a small number of reference cells.

Furthermore, the presegmentation makes it possible to apply
a background dependent threshold selection and allow a higher
probability of detection (and higher probability of false alarm)
in the sea-clutter dominated areas while keeping a lower prob-
ability of false alarm in the external noise dominated areas.
The following pretracker structure prevents the saturation of
the tracker by weak detections.
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